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Nanostructure science and technology now forms a common thread that runs through
all physical and materials sciences and is emerging in industrial applications as
nanotechnology. The breadth of the subject material is demonstrated by the fact that
it covers and intertwines many of the traditional areas of physics, chemistry, biology,
and medicine. Within each main topic in this field there can be many subfields. For
example, the electrical properties of nanostructuredmaterials is a topic that can cover
electron transport in semiconductor quantum dots, self-assembled molecular nanos-
tructures, carbon nanotubes, chemically tailored hybrid magnetic-semiconductor
nanostructures, colloidal quantum dots, nanostructured superconductors, nanocrys-
talline electronic junctions, etc. Obviously, no one book can cope with such a diver-
sity of subject matter. The nanostructured material system is, however, of increasing
significance in our technology-dominated economy and this suggests the need for a
series of books to cover recent developments.

The scope of the series is designed to cover as much of the subject matter as
possible – from physics and chemistry to biology and medicine, and from basic
science to applications. At present, themost significant subject areas are concentrated
in basic science and mainly within physics and chemistry, but as time goes by more
importance will inevitably be given to subjects in applied science and will also
include biology and medicine. The series will naturally accommodate this flow of
developments in the sciences and technology of nanostructures and maintain its
topicality by virtue of its broad emphasis. It is important that emerging areas in
the biological and medical sciences, for example, not be ignored as, despite their
diversity, developments in this field are often interlinked. The series will maintain the
required cohesiveness from a judicious mix of edited volumes and monographs that
while covering subfields in depth will also containmore general and interdisciplinary
texts.

Thus the series is planned to cover in a coherent fashion the developments in basic
research from the distinct viewpoints of physics, chemistry, biology, and materials
science and also the engineering technologies emerging from this research. Each
volume will also reflect this flow from science to technology. As time goes by, the
earlier series volumes will then serve as reference texts to subsequent volumes.
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At quite uncertain times and places
The atoms left their heavenly path,

And by tortuitous embraces
Engendered all that being hath.

And though they seem to cling together
And form “associations” here,

Yet, late or soon, they burst their tether,
And through the depths of space career.

James Clerk Maxwell
From the poem Molecular Evolution
Nature 8, 473 (1873).

Reprinted by permission from Springer Nature.

Almost all aspects of life are engineered at the molecular level, and
without understanding molecules we can only have a very sketchy

understanding of life itself.

Francis Crick, What Mad Pursuit, Basic Books, 1988.

But, to reconcile the high durability of the hereditary substance with
its minute size, we had to evade the tendency to disorder by

‘inventing the molecule’, in fact, an unusually large molecule which
has to be a masterpiece of highly differentiated order, safeguarded by

the conjuring rod of quantum theory.

Erwin Schrödinger, What is Life?, Cambridge University Press, 1944.



Preface

The importance of biomolecules can hardly be overstated. They are the fundamental
building blocks of life, driving active processes in cells ranging from gene tran-
scription to catalysis and cell division. To understand a biomolecule is to under-
stand its structure, its dynamics, and how it interacts with its environment. However,
because biomolecules generally consist ofmany thousands of atoms and interact with
complex environments, ab initiomodels are fraught with uncertainty. As such, direct
measurements of single-molecule behaviours are vital. In the midst of the COVID19
pandemic this importance has perhaps never been more evident, with the behaviour
of spike proteins on the virus surface playing a key role in both the function of the
virus and the development of targeted vaccines.

Experimental methods to resolve single-molecule dynamics are faced with the
challenge of size-scales. Biomolecules tend to be small, of size below a few nanome-
ters, and are therefore difficult to observe. Formany decades, the primary approach to
overcome this challenge has been to attach bright fluorescent labels to the molecule,
which act like a beacon lighting the molecule up. This has proved tremendously
successful, as illustrated by the award of the 2014Nobel Prize inChemistry.However,
fluorescent techniques have significant drawbacks. The label can alter both the phys-
ical and chemical environment of the molecule, changing its behaviour. The fluo-
rescence can bleach, blink or quench, degrading the measurement and limiting the
time over which it can be made. This motivates the development of alternative tech-
niques that do not rely on labels and can therefore go beyond the capabilities of
fluorescence. Techniques to sense and visualise molecules are particularly important
in biology where movements of motor proteins and conformational (shape) changes
of enzymes occur on length and timescales often difficult to access with fluorescence
measurement techniques.

The past decade has seen an explosion of activity in unlabelled single-molecule
biosensing. The purpose of this book is to provide an overview of this activity,
current capabilities, and future possibilities. It is a particularly exciting time for such
a book. Sensor systems have started to emerge that enable the detection of molecules
even down to small organic molecules and single atomic ions. The emerging sensor
systems often use interferometry to probe complex biomolecules such as nanoscale
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viii Preface

proteins with exceedingly high sensitivity. Some sensors enable the detection of
microsecond molecular dynamics such as the conformational (shape) changes of
enzymes; others measure current changes when a single DNA strand passes through
a synthetic or protein nanopore. These electrical sensor signals can resolve the DNA
sequence down to single nucleotides. The making of molecular movies is starting
to become a reality, by operating optical and electrical sensors at their ultimate
(fundamental) detection limits, and by utilising multiple detection channels to access
the biomolecular information. Exquisitely precise tools to manipulate molecules
using electrical and optical forces are also being developed, providing the means to
deliver molecules to the sensor, to control their position and orientationwhile sensing
and, thereby, to gain a great deal more information about them.

Single-molecule sensing transcends disciplines, benefiting from the sustained
efforts of physicists, engineers, chemists and biologists, as well as researchers in
allied fields. We aim for this book to serve as a proper introduction to the field
of single-molecule sensing beyond fluorescence. The book introduces the reader to
some of the most exciting and emerging single-molecule sensing technologies that
are currently investigated around the world. It is the editors hope that the book will
inspire new ideas and fruitful collaborations, stimulating further advances in the field.
Our goal when preparing the book has been to provide a balanced overview of the
fundamental physics, the engineering principles and the applications of the label-
free single-molecule sensors, in areas such as biology and chemistry, highlighting
some of the pioneering single-molecule sensing techniques that are being developed
by our colleagues. We are immensely grateful to all authors for their high quality
contributions to the book, and of course for driving our field forward with so many
impressive achievements over the last decade. The book serves as a testament to the
immense scientific breadth, collaborative spirit and research excellence that we are
all deeply grateful to be a part of.

As one might understand, with a book of this nature a tension exists between
wide coverage and substantive treatments. In developing the book we deliberately
chose not to seek to be exhaustive, but rather focus on key advances in optical and
nanopore-based single-molecule sensing techniques. For instance, we do not discuss
quite remarkable progress towards room-temperature structural imaging using X-
ray lasers or electron microscopy, nor do we discuss progress on quantum probes of
biomolecules such as nitrogen-vacancy centres in diamond. We also do not include
a substantial treatment of surface-enhanced Raman spectroscopy (SERS), which is
perhaps themostwell established of unlabelled single-molecule sensing technologies
but which is well treated in existing literature.1

The book is an edited volume of chapters from prominent researchers in the field
of unlabelled single-molecule sensing. It is separated into four parts, each focused
on a different form of single-molecule sensing. Part 1 treats optical single-molecule
sensors that use light scattering, optical cavities and nonlinear effects; Part 2 treats
optomechanical single-molecule sensors, where light interacts with a mechanical

1 For instance, see Surface-Enhanced Raman Scattering: Physics and Applications, Eds. Katrin
Kneipp, Martin Moskovits & Harald Kneipp, Springer, 2006.
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degree of freedom such as a vibrational mode of the molecule; Part 3 treats single-
molecule sensors that employ optical or radio-frequency molecular traps; and Part 4
treats single-molecule sensors based on nanopores with both optical and electrical
readout. Together, this comprises a wide spectrum of recent advances in unlabelled
single-molecule sensors. In the future, we envisage that these sensing technolo-
gies will be combined into multi-modal technologies capable of unravel the deepest
mysteries of biomolecular dynamics, advancing our understanding of the building
blocks of life and transforming biomedical and pharmaceutical capabilities.

Brisbane, Australia
Exeter, UK
Victoria, Canada
May 2021

Warwick Bowen
Frank Vollmer

Reuven Gordon
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Part I
Optical Sensing

In optical sensing, one detects the interaction of light with amolecule. The interaction
with a singlemolecule is a relativelyweak optical interaction becausemostmolecules
and biomolecules are less than 10 nm in diameter and are essentially non-absorbing
at the probing wavelength. The following three chapters discuss the emerging and
most exciting optical techniques that are being developed to detect the weak optical
interaction of a single molecule.

Chapter 1 discusses the interferometric single-molecule sensing techniques which
make use of the polarisability ofmolecules and biomolecules for detection. The inter-
ferometric phase shift of the light scattered from a biomolecule in close proximity to
the partially reflecting surface of a flat microscope cover-glass is detected in inter-
ferometric scattering microscopy, iSCAT. iSCAT achieves contrasts on the order of
0.4%/MDa of molecular mass for illumination in the near-ultraviolet. It is not only
possible to localise larger proteins on the iSCAT microscope but also to estimate
their molecular mass in single-molecule mass photometry. Other important single-
molecule interferometric sensing approaches modulate the input light to increase
the sensitivity in heterodyne detection. An optical nanofiber is used to collect the
light scattered from a single molecule located in the proximity of the fibre which is
immersed in an aqueous solution. The probing light is focused onto the molecule
located at a sufficient distance from the nanofiber to reduce the background scattering
and then modulated, to detect the molecule from a beat note signal that results from
interfering the scattered light with a frequency-shifted local oscillator. The inten-
sity of the beat note is proportional to the scattered light intensity. This heterodyne
detection scheme achieves a high single-molecule sensitivity at the shot-noise limit.
Single bovine serum albumin protein (BSA) which has a molecular mass of approx.
66 kDa was detected at a time resolution of up to 200 Hz, sufficiently fast to fol-
low the varying amplitude of the beat note signal of the slowly diffusing protein.
Chapter 1 provides a scholarly introduction to the various homodyne and heterodyne
interferometric biosensing techniques, an in-depth analysis of their noise sources
and detection limits, and exciting examples for their applications in single-molecule
biosensing.

Chapter 2 discusses optical microcavities that enhance the interaction of light
with a molecule. Molecules are placed within the evanescent field of the whispering
gallery mode (WGM) microcavity. The WGM microcavity is an approx. 100 um

http://dx.doi.org/10.1007/978-3-030-90339-8_1
http://dx.doi.org/10.1007/978-3-030-90339-8_1
http://dx.doi.org/10.1007/978-3-030-90339-8_2


2 Optical Sensing

diameter glass microbead that confines light by near-total internal reflection. After
water immersion, the glassmicrobead confines the light for prolonged time achieving
a high Q factor of 106−7 and a Finesse of approx. 104 in the visible to near-infrared.
Approximately 300 femtometers of effective path-length change can be detectedwith
the WGM glass micro-interferometer, by tracking the WGM resonance wavelength
shifts. The sensitivity is sufficient to detect single Influenza A, Adenovirus, and
SARS-CoV2 Coronavirus particles which are all about 100 nm in diameter and
have a refractive index of approximately n=1.5. Even though the virus particles’
refractive index contrast is reduced in water and they interact with only about 4% of
the circulating light intensity via the evanescent tail of the WGM, the single virions
and their Brownian motions are detected with a good signal-to-noise ratio >10.

In single-molecule detection, the molecule is best placed at the location of the
highest WGM intensity, thereby experiencing the smallest mode volume V and max-
imal Q/V for a high detection sensitivity. The optoplasmonic WGM sensors achieve
exactly this, by attaching a plasmonic nanoparticle such as a gold nanorod at the
surface of the glass microsphere, where the WGM excites the localised plasmon
resonance (LSPR) of the nanorod. The plasmonic near-field enhancement at the tip
of the gold nanorod is on the order of 103. Different from the all-dielectric WGM
microcavity, the highest field intensity of the optoplasmonic WGM is now located
outside of the glass microsphere, at the tips of the gold nanorods which are immersed
in aqueous solution. The gold nanorods provide the binding sites for various chemical
groups (thiols, amines). Alternatively, the gold surface can be chemically modified
with ligand molecules to provide specific binding and interaction sites for detect-
ing molecules in solution. The ohmic losses of the metal nanoparticles introduce
an extra decay channel for the intracavity photons, slightly degrading the quality
Q factor by a factor of 1.3–1.5. Nevertheless, the large intensity enhancement fac-
tor due to the LSPR and the corresponding suppression of the mode volume greatly
enhance the optoplasmonic sensor’s sensitivity, practically by a factor of 1000–10000
as compared to the all-dielectric WGM sensor. The optoplasmonic WGM sensors
have detected small organic molecules such as cysteamine (77 Da), amino acids such
as cysteine (121 Da) and Glycine (75 Da), neurotransmitters such as GABA (103
Da) and dopamine (153 Da), and even single atomic ions such as Zn2+ (65 Da),
all in aqueous solution. For larger molecules such as proteins, the WGM resonance
shift signal further depends on the overlap of the protein molecule with the LSPR
hotspots which have decay lengths on the order of 10 nm or less. Fortuitously, the
LSPR decay lengths approximately match the size of a typical protein such as BSA,
thereby creating a partial near-field overlap with the protein when it is attached to the
nanorod. Conformational (shape) changes of the immobilised protein are detected
at a microsecond time resolution. The corresponding intra-protein distance changes
of a few Angstroms would be difficult to detect with the fluorescence-based rulers
such as fluorescence-resonance energy transfer (FRET).

Chapter 3 discusses the nonlinear interactions of light with the analyte molecules
which are enhanced by the high Q optical microcavities. The high Q factor and
Finesse of the microcavity are the important metrics for the generation of the new
frequencies of light. The intensity of the light that is generated by a nonlinear optical

http://dx.doi.org/10.1007/978-3-030-90339-8_3
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process is typically many orders of magnitude less as compared to the intensity of
the excitation beam. However, the nonlinear processes generate new optical signals
at well-defined frequencies away from the frequency of the excitation beam, and this
greatly aides the detection of the nonlinear optical interaction, possibly down to sin-
gle molecules. In nonlinear (single) molecule sensing it is the analyte molecules that
generate the nonlinear optical signals. Because of their high Q factors and Finesses,
optical microcavities such as the WGM microbead or microtoroid give access to a
host of nonlinear signals, the generation of which would otherwise require much
higher optical powers. The WGM glass microspheres and toroids have been used to
generate Raman andBrillouin Scattering, SumFrequency andHarmonicGeneration,
Four-WaveMixing, and the generation of Optical Frequency Combs. In nanoparticle
and molecule sensing, WGM microcavities have emerged as a powerful platform
technology to investigate the Raman scattering of single nanoparticles placed in the
evanescent field of the WGM. In molecule sensing, the Raman scattering of Rho-
damine 6Gmolecules has been detected, for a layer of the dye coated onto theWGM
cavity. In combination with plasmonic and other near-field enhancers, the surface-
enhanced Raman sensing (SERS) on WGM-type cavities shows great promise for
molecule detection, as it was demonstrated with R6G on the WGM-type liquid core
optical ring resonators (LCORR). The stimulated Raman scattering and lasing have
been demonstrated with organic molecules coated onto the WGM microcavities.
Stimulated scattering is a great way to enhance molecular signals. Already, Raman
lasers have demonstrated exceedingly high sensitivity for the detection of nanopar-
ticles down to about 12 nm diameter. Obtaining the Raman spectrum of molecules
is a particularly powerful approach for identifying the molecule. Developing the
spectroscopic methods for identifying the analyte molecules on WGM sensors is a
very important goal. Otherwise, the specific detection of molecules would have to
rely on detecting receptor molecules and their specific interactions with the analyte
molecule. Surface-enhanced sensing and SumFrequency generation are other impor-
tant approaches for developing powerful and specific molecular sensors. In precision
sensing, the well-known dual-comb spectroscopy is already a powerful tool in the
absorption spectroscopy of gases. The frequency comb spectroscopy can be realised
on optical microcavities, ingeniously taking advantage of the Four-Wave Mixing in
the silica or silicon nitride cavity which can generate the octave-spanning combs. The
frequency comb techniques promise to become a powerful approach for precision
sensing of molecules and biomolecules on optical microcavities. Chapter 3 gives
a comprehensive and exciting overview of all of the nonlinear sensing techniques
that are emerging for the optical microcavities and discusses the potential emerging
applications in biosensing and single-molecule sensing.

http://dx.doi.org/10.1007/978-3-030-90339-8_3


Chapter 1
Interferometric Biosensing

Nicolas P. Mauranyapin, Larnii Booth, Igor Marinkovic,
and Warwick P. Bowen

Abstract Interferometric biosensors characterise biological specimens via the
effects they have on the interference between two optical fields. Generally, one field
is arranged to interact with the specimen, perhaps propagating through it and incur-
ring a phase shift, or scattering from it. Interference with the second field can both
allow phase shifts to be resolved, and amplify weak scattering signals to measurable
levels. While widely used in biological imaging, recent experiments have shown
that interferometric sensors are also capable of probing the size and dynamics of
single protein molecules. This chapter reviews this recent progress, outlines the con-
cepts and techniques involved, and discusses areas in which such single-molecule
interferometric biosensors have been applied.

1.1 Introduction

Interferometric techniques are widely used to sense and image biological specimens.
In general, they rely on relative phase shifts introduced by the specimen between two
optical beam paths and the subsequent interference of the light in the two paths. This
is shown conceptually in Fig. 1.1. The phase shifts are introduced by the elastic dipole
interaction between the specimen and the light [1]. For bulk media this interaction is
responsible for the refractive index of the media, which both introduces phase shifts
on the transmitted field and causes some fraction of the field to be reflected. For sub-
wavelength particles such as biomolecules, or for specimens with sub-wavelength
features, the interaction causes dipole scattering.

The most commonly used interferometric bio-imaging techniques are various
forms of interferometric microscopy, including phase contrast microscopy [2] and
differential interference contrast microscopy [3]. In the former of these methods,

N. P. Mauranyapin (B) · L. Booth · I. Marinkovic · W. P. Bowen
School of Mathematics and Physics, The University of Queensland, Brisbane, Australia
e-mail: n.mauranyapin@uq.edu.au
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6 N. P. Mauranyapin et al.

Fig. 1.1 Mach-Zehnder interferometer. Light is split into two arms by a beamsplitter. One arm
is phase shifted by �φ. When the two arms are recombined, they constructively or destructively
interfere depending on the phase difference, the intensity of the light at the output therefore depends
on �φ

shown in Fig. 1.2, a mask is used to reduce the range of angles for which the spec-
imen is illuminated. Light scattered from the specimen is not constrained to this
narrow range of angles, introducing a second beam path. The interference between
then two beam paths is arranged to be constructive using a phase shifting ring to
shift the phase of the transmitted illumination field. Differential interference contrast
microscopy works similarly, but uses two spatially displaced paths with orthogonal
polarisations rather than controlling the range of illumination angles. Light inter-
ference is also used, for example, in optical coherence tomography [4], where low-
coherence light is used in a white-light interferometer configuration; in refractive
index sensing of biofluids, often enhanced by plasmonic resonances [5, 6]; and in
a variety of other microscopy applications such as synthetic aperture microscopy in
three dimensions [7].

All of the above mentioned techniques are limited in resolution by the Abbe
diffraction limit, and used predominantly to image or sense extended biological
specimens, rather than to observe or characterise single molecules. More recent
developments have seen the same principles of interferometric biosensing applied to
single molecules, as described in this chapter. Since the elastic dipole interaction is
energy conserving, it has a high scattering cross section relative to other nonlinear
scattering mechanisms such as Raman scattering or two-photon scattering [8]. This
offers the prospect of high signal-to-noise and measurement speed while using low
optical intensities, and allows for operation without labels or contrast agents. A sig-
nificant challenge presented by the same energy conversing nature of the interaction is
that background scattered light has the same wavelength as the light scattered from
the specimen. It is therefore generally not possible to achieve the high specificity
available to other techniques such as fluorescence and Raman scattering.

Even with the limitations presented by non-specific background scatter, we aim
to convince you in this chapter that interferometric single molecule sensing has
an important role to play in noninvasively observing single molecule systems and
processes, and has the potential to shed new light on the dynamics and function
of nanoscale systems. The ability to avoid labels is an important advantage, since
they have been known to perturb function [9], and in some situations cannot be
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Fig. 1.2 Phase contrast microscope. Input light (red) is shone through an annulus and focused on
the sample. The input light is phase shifted with a ring phase plate, making it constructively interfere
with the scattered light (orange), enhancing the signal from the sample

easily introduced. Perhaps more importantly, much of the dynamics of biologi-
cal machines occurs at kilohertz to gigahertz speeds. For instance, the myosin
motors responsible for muscle cell contraction and nutrient transport along actin
filaments can have stepping frequencies up to a few kilohertz [10], enzymes such
as ATPase and carbonic anhydrase have frequencies ranging from hundreds-of-
hertz to a megahertz [11, 12], while biomolecular conformational changes can
occur over picosecond timescales [13]. Conventional fluorescence-based single-
moleculemicroscopy techniques such asSTORM(StochasticOpticalReconstruction
Microscopy), STED (Stimulated Emission Depletion Microscopy), FRET (Fluores-
cence Resonant Energy Transfer microscopy), and PALM (Photo Activated Local-
ization Microscopy) struggle to reach these timescales and frequencies, since the
quality fluorescent labels they use typically emit only around ten thousand photons
per second [14, 15]. By contrast, it is becoming clear that these frequencies and
timescales may be obtainable using dipole scattering, providing a new set of eyes to
look upon many important nanoscale processes.
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Fig. 1.3 a iSCAT (Interferometric scattering microscopy), excitation light Ein is partially
reflected(Eref ) and interferes with field Escat scattered of a molecule, producing visible contrast
even for single molecules. b Examples of single molecule imaging using iSCAT. Left: Label-free
imaging of microtubule with 8nm resolution. Right: Actin motion tracked over 137s. Figures
adapted from Ref. [18] with permission and [19] under Creative Commons CC-BY license

1.2 Single Molecule Sensing

As discussed above, interferometric single molecule sensing relies on the scattering
interaction between the molecule and light. For typical molecular size-scales, much
smaller than the optical wavelength, the scattering is well approximated by dipole
scattering (see details in Sect. 1.3.1). This scattering is detected by interferencewith a
reference optical field. Two broad strategies are generally adopted in interferometric
single molecule sensing. The first uses a reference field of the same frequency as
the scattered field. This is commonly referred to as homodyne detection. The sec-
ond uses a shifted reference frequency, and is termed heterodyne detection. These
approaches each have there own advantages, the primary ones being that homodyne
is more naturally compatible with imaging on a camera, and heterodyne is less sensi-
tive to environmental and laser noise (see Sect. 1.3.2.2). In this section we introduce
two important example implementations of each strategy, interferometric SCATTer-
ing microscopy (iSCAT) [16] and dark-field heterodyne biosensing [17]. These two
techniques are illustrated in Figs. 1.3 and 1.4.

1.2.1 Interferometric Scattering Microscopy (iSCAT)

In iSCAT a biomolecule solution is prepared on amicroscope slide.When the sample
is then illuminated through the microscope, light scatters both from biomolecules
and from the interface between the microscope slide and the solution in which
the biomolecules are contained (see Fig. 1.3a). The iSCAT microscope images the
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interferencebetween these twofields on a camera.Asdiscussed further inSect. 1.3.2.2,
the few-micron-scale pathlength difference between the two fields results in a highly
stable interference pattern. Even so, the variations in measured intensity across the
camera are typically much larger than the signal from a biomolecule. To overcome
this, a difference imaging technique is employed, monitoring the change in inten-
sity distribution when a biomolecule arrives close to the microscope slide. As can
been seen in Fig. 1.3b, this allows single biomolecules such as bovine serum albu-
min (BSA, Stokes radius 3.5nm) to be resolved and to be distinguished from aggre-
gates [16]. iSCAT has been shown to allow imaging and tracking single proteins [20],
as well as observation of the motion of single protein filaments such as actin [19]
(Fig. 1.3b). It also allows measurements of single molecule structures such as the
length of microtubules with sub 5nm precision [21].

Single molecule mass photometry is an important application of iSCAT. It has
been shown experimentally that, to good approximation, the amplitude of scattered
light from protein molecules is linearly proportional to the molecular mass [16, 22].
The contrast of the interference pattern collected in iSCAT can then be directly
used to determine mass. This method has been used to determine the mass of single
proteins with amass resolution of 19 kDa and a precision of 1 kDa [23]. The ability to
nondestructively determine the mass of single molecules is a useful tool for a range
of applications, discussed further in Sect. 1.4.

1.2.2 Dark-Field Heterodyne Biosensing

In dark-field heterodyne biosensing, the light scattered from a single biomolecule
in solution is collected using a high numerical aperture lens or an optical near-field
collection device. Figure1.4 shows the latter scenario, where an optical nanofibre is
used for collection [17]. Optical nanofibres are optical fibres that have been drawn
down to a few hundred nanometre radius, so that their optical mode extends into the
medium around the fibre. This allows them to efficiently collect dipole scattered light.
The collected field is interferedwith light at a shifted frequency—typically shifted by
a few tens of megahertz using an acousto-optic modulator—and then detected using
a high bandwidth photodetector. The interference creates a beat-note on the detected
photocurrent at the difference frequency between the two fields. The intensity of
this beat note is proportional to the scattered light intensity, providing information
about the presence of a biomolecule, its size, and its position. Any light the leaks
into the fibre from the probe field used to illuminate the biomolecule contributes
background to the measurement. A dark-field illumination strategy is employed to
minimise this leakage. In the case of a nanofibre, a dark field configuration is achieved
by positioning the fibre so that the direction of propagation of the probe light is
perpendicular to the fibre axis.

Reference [17] showed that shot noise limited performance was possible in dark-
field heterodyne biosensors (discussed further in Sect. 1.3.2.2), and showed that this
allowed the detection of single BSAmolecules with 100Hzmeasurement bandwidth
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Fig. 1.4 a Evanescent optical nanofiber, where light scattered from the particle (Escat ) is evanes-
cently coupled into the nanofibre. The collected scattered signal is interfered with a frequency
shifted local oscillator and collected on a balanced detector, b Time trace of the detection of a single
BSA molecule, with a detection event highlighted. Figure adapted from Ref. [17] with permission

using probe intensities four orders of magnitude below the photodamage threshold
for biological samples (see Fig. 1.4b) [17]. Reference [17] further showed that the
motion of these biomolecules within the near-field of the sensor could be track with
a resolution down to 1nm with a bandwidth 100Hz.

In another example, Mitra et al. used dark-field heterodyne to detect viruses and
impurities inside a nanofluidic channel (see Fig. 1.5) [24]. In this case, the probe
beam was shaped into an annulus (see Fig. 1.5) using a diffractive element, so that
only the scattered light could pass through a filter prior to photodetection. The probe
beamwas further suppressed by using a back-scattering configuration,where only the
scattered light back-scattered in the opposite direction to the probe field is detected.
The scattered light was combined with a frequency shifted reference field before
photodetection. Reference [24] showed that their sensor was capable of detecting
single human and bacterial viruses as small as 24nm in radius, and 20–30nm sized
impurities in virus samples [24].
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Fig. 1.5 Mitra et al. [24] use dark field heterodyne to image single molecules flowing inside a
nanofluidic channel. a Input light (Ein) is filtered from the scattered light with an iris and the
scattered light is combined with a frequency shifted reference beam. b Detection events for HIV
AT2WTwild type virus (smaller spikes) and 75nmpolystyrene beads (larger spikes). Figure adapted
from Ref. [24] with permission

1.3 Signal to Noise

The signal to noise (or SNR) is a key parameter for all biosensors, determining the
smallest resolvable signals in a given measurement time. For a signal n, the SNR can
be generally defined as

SN R ≡ 〈n〉2
Var [n] , (1.1)

where 〈n〉 and Var [n] represent the expected value of the signal and its variance.
A great deal of effort has been made during the past decade to increase the SNR
of single molecule biosensor in a variety of ways, as also discussed in many other
chapters of this book, since improved SNR promises to allow the observation of
new biological phenomena. In this section of this chapter we will examine the signal
magnitude available to interferometric single molecule biosensors, and the variety
of noise sources present in such measurements.

1.3.1 Signal Strength

In interferometric singlemolecule sensing, themolecule is illuminatedwith anoptical
probe field as shown in Figs. 1.3 and 1.4. In the typical case where it is smaller than
the wavelength of the probe field, it will be polarised and form an electric dipole
that oscillates at the same frequency as the probe field. This dipole emits optical
radiations as a scattered field, which is the signal that biosensor aims to detect.
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1.3.1.1 Photon Flux from Dipole Scattering

Themean photon number 〈nscat 〉 contained in the scatteredfield from the biomolecule
is given by

〈nscat 〉 = σ

4πw2
〈nin〉 (1.2)

whereσ is the scattering cross-section of themolecule,w is thewaist of the probefield
at the position of the particle, and 〈nin〉 is the mean number of photons incident from
the probe field in the measurement duration [17, 25]. In many cases it is reasonable
to approximate the biomolecule as an isotropic sphere of radius r (see e.g. [17, 26,
27]), in which the scattering cross-section can be expressed as:

σ = 8πk4r6

3

(
m2 − 1

m2 + 2

)2

, (1.3)

where k is the norm of the probe field wave vector, andm = np/nm is the ratio of the
refractive indices of the molecule and the surrounding medium [25]. For a protein
molecule, the bulk refractive index is generally in the range off 1.35–1.45.

From Eqs. (1.2) and (1.3) one can calculate that with a beam waist of 1µm and a
probe wavelength of λ = 2π/k = 780nm, a 10nm silica nano-sphere (np = 1.45)
in water (nm = 1.33) will scatter one photon for every∼1011 incident probe photons.
For a BSA molecule approximated as a uniform sphere of refractive index 1.45 and
radius equal to the Stokes radius of BSA (3.5nm), only two photons will be scattered
every ∼1014 incident probe photons. While this level of scattering is relatively low,
it compares favourably to most inelastic scattering processes.

The magnitude of scattering ultimately determines the maximum rate at which
a biomolecule can be measured, since at least one photon must be scattered in the
measurement time. As an example, let us consider again a BSA molecule illumi-
nated with a probe beam of 1µm radius and wavelength λ = 2π/k = 780nm. If
1mW of probe power is used, corresponding to ∼1016 probe photons per second,
∼200 photons are scattered per second. Assuming that every one of these photons
is detected and all noise sources (apart from the shot noise introduced by the very
quantisation of light) are removed, the maximum possible measurement rate in this
scenario is therefore 200Hz. This is fast enough to capture the slow diffusion and
conformational changes of biomolecules.

1.3.1.2 Atomistic Model of Molecular Polarizability

The approximations that biomolecules are uniform spheres as performed above, or
that they are simple arrangements of uniform blocks with bulk properties, are com-
monly used in biosensing [17, 26–28]. However, for sufficiently small molecules it
can be expected that their atomistic nature will play an important role in determin-
ing how they polarize and therefore their scattering cross-section. It is especially
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Fig. 1.6 Scattering of a five
atoms (black spheres)
molecule based on the
atomistic model of molecular
polarizability. A probe field
E illuminates the atoms from
above, polarising them. Each
polarized atom emits a
dipole field which induces its
own polarization on the other
atoms. In this way the total
scattering depends on the
arrangement of atoms

αi αj μj

Scattered 

μi

important to understand how the shifting coordinates of atoms in a molecule affect
their scatteringwhen the aim is to observe conformational changes andothermotional
dynamics.

Booth et al. [29] develop a method to perform atomistic modelling for scattering-
based single-molecule biosensors. Following earlier proposals by [30, 31], the
method considers that at any given time the molecule is a rigid ensemble of atoms.
Each atomhas its own atomic polarizability, therefore, when illuminated by the probe
field it forms an induced dipole and create its own scattered field (as was the case in
the previous section). The scattered field of each atom contributes to the total scat-
tering of the molecule. However it also changes the field experienced by neighbour
atoms (see Fig. 1.6). The total induced dipole moment μi of each atom i therefore
depends both on its own atomic polarizability αi and on the induced dipole moments
of every other atom μ j , which themselves depend on the atomic polarizability of
atom i . Booth et al. [29] show that it is possible to account for these couplings in a
computationally efficient way, allowing the excess polarizability of αex of molecules
that are as large as 1600 kDa (110.000 atoms) to be calculated from their atomic
structure. The excess polarizability can be related to the scattering cross-section by

αex =
(
6πn4m
k4

σ

)1/2

. (1.4)

The coordinates of the atoms in a biomolecule can be calculated as a function of
time using molecular dynamics simulations. The approach of Booth et al. [29] then
provides straightforward predictions of the magnitude of scattered light, and how it
changes over time. For example, Booth et al. used molecular dynamic simulation of
BSA to extract the variation of its polarizability due to thermal fluctuations.

Molecules that exhibit different conformations have been studied with single
molecule biosensors [28]. Kim et al. observed, for the first time without label, the
dynamics of DNA polymerase as it changes conformation using a plasmonically
enhanced whispering gallery mode microcavity sensors (see Chap.2). Prediction of

http://dx.doi.org/10.1007/978-3-030-90339-8_2
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Fig. 1.7 Three conformational steps taken by aChloroplast F1F0ATPase during the decomposition
of ATP into ADP. Structures were determined in Ref. [32] by cryo-EM and are generated from the
PDB files 6FKF, 6FKH, and 6FKI using UCSF Chimera

the signal was computed using the bulk model as DNA polymerase executes large
motion within the non-uniform electric field of the sensor. In this case, the dominant
modulation of the signal does not originate from changes in polarizability but rather
from the DNA polymerase moving from a high intensity probing field region to a
low intensity region. However, many molecules undergo rotation and smaller-scale
conformational rearrangements, for which such model would predict no signal. The
approach of Booth et al. allows the signal due to these effects to be predicted. For
instance, in the case of Chloroplast F1F0 ATPase shown in Fig. 1.7, rotation is pre-
dicted to result in a significant change in polarizability. To reach this conclusion,
Booth et al. compare the optically-induced polarization of each conformation that
a F1F0 ATPase molecule takes during the decomposition of adenosine triphosphate
(ATP) into adenosine diphosphate (ADP). The atomic structures of these conforma-
tions have been determined by cryogenic electron microscopy [32] and are available
from the Protein Data Bank (PDB). Using them, Booth et al. predict that the polar-
izability should change by as much as 350 Å3 (4.3%) between conformations. This
signal is within reach of interferometric single molecule sensors, as well as other
single molecule sensors such as the optoplasmonic sensors discussed in Chap. 2.

1.3.1.3 Methods to Enhance the Signal Strength

As seen in Eq.1.2, the scattered photon flux is proportional to the mean incident
photon flux divided by the waist of the incident beam. It can therefore be increased
simply by increasing the mean intensity of the incident field at the biomolecule. The
benefit of this approach is constrained, however, by photodamage to the specimen
which can occur at the high intensities using in single molecule biosensing experi-
ments. This photodamage includes photochemical effects, local heating and physical
damage and can affect growth, viability and function [33–36].

http://dx.doi.org/10.1007/978-3-030-90339-8_2
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Fig. 1.8 Schematic of the
electric double layer
formation around a silica
nanosphere

To further increase the scattering of biomolecules, their scattering cross-section
can be enhanced. This can be done,for example, by attaching a label to the molecule
[34], by using fluorescence or by changing the surrounding medium to increase the
refractive index contrast. A disadvantage of this approach is that it negates the benefit
of observing the molecule, and its behaviour, in its natural state [37–43].

An alternative form of scattering enhancement can be achieved directly from the
interaction of the molecule with ions in the surrounding fluid. When particles are
immersed in aqueous solution, surface-charges assemble at the liquid-solid interface
of the molecule. Counter ions from the solution are attracted to screen these surface
charges (see Fig. 1.8), creating an electric double layer around the particle [44].
The electric double layer alters the refractive index of a film of water close to the
molecule. Since the area of this shell of altered refractive index scales with the
radius of the molecule squared, while the volume of the molecule scales with radius
cubed, for sufficiently small molecules the electric double layer will scatter more
light than the molecule itself. In this way, the molecule interacts with light much
more strongly than one would naively expect from dipole scattering [17, 45, 46]. The
thickness of the electric double layer can be determined from theDebye length,which
is inversely proportional to the ionic strength of the solution. Therefore, perhaps
counter-intuitively, the less ions there is in the solution, the thicker the electric double
layer will be and the greater the enhancement of scattering.

The increased interaction due to the electric double layer was first observed in
unexpectedly large trapping forces for large particles such as 200nm micelles in
Ref. [45]. Trapping of micelles with optical tweezers was possible only at low ion
concentration forwhich the electric double layerwas large enough to contribute to the
scattering cross-section of the micelles. The enhanced scattering due to the increased
interaction was first confirmed using dark-field heterodyne sensor [17]. Detection of
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Fig. 1.9 Signal strength of
nanoparticles detection and
detection count as function
of concentration of salt in the
buffer solution observed with
darkfield heterodyne sensor.
Figure adapted from
Ref. [17] with permissions
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nanoparticles with radii as small as 5nm and biomolecules with radii of 3.5nm was
found to only be possible when the salt concentration in the fluid was below a few
millimoles, as shown in Fig. 1.9. Above this concentration, only particles larger than
25nm were observable. The experiments demonstrated an absolute enhancement of
photon flux by three orders of magnitude.

The signal strength can also be increased using an optical cavity. Single molecule
measurements using shifts induced on the frequency of a cavity and using nonlinear
effects in a cavity are discussed in Chaps. 2 and3 respectively. The optical scatter-
ing from the biomolecule can also be increased via the Purcell effect that a cavity
introduces [47–49]. In this case, the enhancement occurs because scattering from
the molecule that is reflected by a cavity mirror and fed back onto the molecule
stimulates further scattering.

The concept of Purcell enhancement can be understood from the basic one-
dimensional scattering configurations shown in Fig. 1.10. In both configurations the
field from the molecule scatters equally to the left and the right. In configuration (a),
it is directly detected on both sides. The total photocurrent idir created is proportional
to the norm of the field amplitude squared:

idir ∝ |Escat |2 + |Escat |2 = 2|Escat |2 (1.5)

with Escat the amplitude of the scattered field. In case (b), a mirror is placed on the
right side, reflecting the scattered field propagating in that direction back onto the
molecule. This field then interferes with the left-going field. Constructive interfer-
ence (as occurs on resonance in a cavity) increases the total scattered power, while
destructive interference (as occurs off resonance in a cavity) decreases it. In the case
of constructive interference we find that the photocurrent imirror is

imirror ∝ |Escat + Escat |2 = 4|Escat |2. (1.6)

I.e. it is twice as large as the photocurrent in the direct detection configuration.
When using a cavity rather than a single mirror the enhancement can be much

greater, due to the multiple reflections each constructively interfering. One can show
that due to the presence of the cavity, the dipole scattering power Pscat of a particle
can be enhanced by [50]:

http://dx.doi.org/10.1007/978-3-030-90339-8_2
http://dx.doi.org/10.1007/978-3-030-90339-8_3


1 Interferometric Biosensing 17

Scatterer

a) b)

Mirror
Photo 

detectors
EscatEscat 2Escat

Probe 

Fig. 1.10 Purcell enhancement from a single mirror in one dimension. a One dimension scheme
directly detecting the total scattered field going leftward and rightward. b When a mirror is used
to retroreflect the rightwards going field, constructive interference of the two fields increases the
detected power

Pcav = 3

4π2

Qλ3

V
Pscat . (1.7)

where Q is the quality factor of the cavity and V is the cavity volume. As can be
seen from this expression, the Purcell enhancement is proportional to the ratio of the
quality factor and volume of the cavity. For typical high quality optical microcavities
the quality factor can reach 108 with a 350µm3 mode volume. This leads to a Purcell
enhancement of as much as 105 at 1550nm.

1.3.2 Noise Sources

As can be seen from the discussion in the previous subsection, the photon flux from
typical biomolecules and the change of photon flux due to molecular conformational
changes are both typically very small. In order to detect single molecules with inte-
gration times of millisecond or less it is therefore crucial to minimise the noise of the
sensor. Various forms of noise exist in interferometric sensors, including technical
noise and quantum shot noise. We discuss the primary sources in this subsection.

1.3.2.1 Technical Noise

Technical noise in an interferometric single molecule sensor has several origins that
can typically be separated in three categories: electronic noise, technical laser noise
and optical background noise.

Electronic noise
Electronic noise arises from unwanted motion of electrons in the detection system
used to measure the scattered field. Typically, it takes the form of amplified Johnson-
Nyquist thermal noise. The most challenging source of electronic noise to minimise
is the noise in the photodiode itself, since amplification within the photoreceiver or
later electronics increases the signal level so that it can generally be arranged to be
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larger than down stream electronic noise. The photodiode electronic noise can be
reduced by careful choice of photodiode, and through techniques such a dark-field
heterodyne detection [17] which uses a bright optical local oscillator field to amplify
the scattering signal detected by the photodiode. The photodiode electronic noise
can also be reduced by cooling the photoreceiver.

Line noise and electronic pick-up, can introduce noise tones at characteristic
frequencies, though due to their near mono-frequency nature these noise sources
are typically not problematic. Conversion of the analog photocurrent to a digital
signal (for example using a data acquisition card or oscilloscope) can also introduce
noise, both digitisation noise and aliasing of high frequency noise or signals to low
frequencies. Digitisation noise can be challenging if a high dynamic range is desired,
in which case a data acquisition system with a high bit depth is advisable. Aliasing
can be avoided using an appropriate antialiasing filter.

Technical laser noise
Light emitted by lasers inherently contains intensity and frequency noise.

The intensity, or amplitude, noise is any unwantedfluctuations of the field intensity
and has a variety of origins. Relaxation noise of the laser medium due to the lasing
process is one important source of intensity noise that often occurs at frequencies
relevant to biosensors. Intensity fluctuations can also be transferred from the laser
pump, and polarization noise due to relative phase fluctuations between two orthog-
onal polarization components can be converted to amplitude noise by polarization
selective elements such as waveguide modulators or polarization beam splitters.

Intensity noise can be directly be detected on a photodetector, and analysed via
power spectral analysis, as shown for example in Fig. 1.11a. In this case, the primary
amplitude noise arises from laser relaxation oscillation, and features a characteristic
plateau at low analysis frequencies, followed by a resonance, and decay as the fre-
quency increases. Considerable efforts have been made to reduce the intensity noise
of laser system to increase the sensitivity of precision optical sensors (for example
see Refs. [51, 52]). Intensity noise can be suppressed by using a noise eater where
typically, fluctuations of the intensity are detected and fed back to an attenuator
(see Fig. 1.12) that correct them (see e.g. traces B in Fig. 1.11). The feedback can
also be directly applied to the laser itself. These feedback systems can reduce the
intensity noise by hundreds of decibel at low frequencies (100Hz) but their efficiency
decreases with frequency. However, as shown in Fig. 1.11, reduction of the relaxation
noise by 50 decibels can still be achieved at frequencies above 100kHz.

The frequency noise comes from drifts in the frequency of the laser, while phase
noise is introduced by fluctuations of the optical path length. Since frequency noise
also causes phase fluctuations, after the field propagates over a length, frequency
and phase noise are often treated together. They can arise due to the laser cavity
vibrations, acoustic vibrations of optical elements along the beam path, changes
in temperature, and coupling of intensity noise into frequency noise via nonlinear-
ities [53]. The frequency noise is responsible for the laser linewidth broadening.
Frequency and phase noise are a major concern for interferometric sensors since the
interferometric signals to be detected are intrinsically sensitive to the phase of the
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Fig. 1.11 power spectral density of the different noises in an optical system. a Sum of all the
noises. b Intensity noise reduction using a feedback control loop. c Sum of the electronic noise and
quantum noise. d Electronic noise. Figure adapted from Ref. [51] with permission

Fig. 1.12 Noise eater.
Intensity fluctuations are
detected and fed back to an
attenuator

Feed-back 
detector

Laser

Attenuator

light. They often have a characteristic 1/ f α scaling at low frequency where f is the
frequency variable and 1 < α < 2 [54]. Most accessible biomolecular signals occur
at frequencies ranging from a hertz to a kilohertz, a frequency range for which 1/ f α

noise is often highly problematic.
Unlike intensity noise, frequency and phase noise are not trivial to distinguish sep-

arately from themeasured signal in interferometric single molecule biosensors. They
can however be detected, if a reference low noise field is available to act as a phase
reference, or using a highly stabilised optical cavity as a frequency reference. Phase
noise that is introduced within the sensing device, as opposed to within the source
laser, can also be detected using a delayed self-heterodyne system (see Fig. 1.13a) or
an unbalanced interferometer (see Fig. 1.13b). In the case of the unbalanced interfer-
ometer, the laser light is split in two paths with lengths that are typically different by
several tens of meters. This length difference is chosen, ideally, to be large compared
to the coherence length of the light. In this case the phase noise on the two arms
becomes uncorrelated, so that phase differences can be observed on interference.
The detected interference signal can then be used directly to cancel the phase noise
on the measurement, either in post-processing [55] or via feedback to the laser. How-
ever, this approach requires that the amplitude noise on the light is sufficiently low so
that it does not contaminate the feedback signal. An alternative approach, immune
to amplitude noise, is the Pound-Drever-Hall locking technique where frequency
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Fig. 1.13 Phase noise detection. a delayed self-heterodyne system. b Unbalanced Michaelson
interferometer

Fig. 1.14 Pound-Drever-
Hall locking technique. PBS
= polarised beam splitter
and λ/4 = quarter waveplate
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stabilisation of the laser is achieved with reference to an exterior optical cavity (see
Fig. 1.14) [56, 57]. In this configuration, a phase modulated laser is reflected from a
highly stable optical cavity, and the reflected field detected. Demodulating the pho-
tocurrent at the modulation frequency provides a signal that is proportional to the
difference in frequency between the cavity and the laser. Frequency noise reduction
of more than a factor of a thousand at low frequencies has been demonstrated using
this technique [58].

Optical background noise
In addition to technical laser noise, any other external optical field can obscure
the small scattering signal from a single biomolecule. Sunlight, light created by
ambient illumination, and probe light scattered from other optical elements are all
typically orders of magnitude stronger than the scattered field from a biomolecule
and must be suppressed. Techniques used in single molecule biosensors to remove
these spurious field are detailed in the next section (Sect. 1.3.2.2). Scattering from
background particles and other contaminants in the solution with the biomolecule
that cannot be distinguished from the scattered field of the nanoparticle can also
introduce background noise, so that single molecule biosensors often need to be
housed in clean environments.

1.3.2.2 Using Interference to Suppress Technical Noise in Biosensing

Interference of the scattered light with a much brighter local oscillator field can be
used both to suppress background photons and to, as discussed earlier, amplify the
electrical signal from the scattered light above the electronic noise floor of the detec-
tion device. It suppresses background photons since the frequency of the interference
beat-note is given by the difference frequency between the local oscillator and the
field it interferes with. Only background photons with frequencies very close to the
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Fig. 1.15 a Scheme of the heterodyne frequency shift to move the signal into a frequency region
where the local oscillator is quantum noise limited b Scheme of the quantum noise limited signal
shifted back to its original frequency using a dual quadratures lock-in amplifier

frequency of the scattered field produce a beat-note that is indistinguishable from
that of the scattered field. Indeed, so long as the frequency of the background light
is different from that of the scattered light by at least the frequency resolution of the
measurement, it can be fully suppressed. The frequency resolution is equal to the
inverse of the measurement duration, and so can often be beneath a hertz. We can
see, therefore, that an interferometer is equivalent to an exceptionally narrow band
frequency filter—one that is much narrower than could be built conveniently through
other means, and one that also amplifies the signal above electronic noise.

In iSCAT a homodyne configuration is used to interfere the scattered signal with
a local oscillator that has the same frequency [59]. The challenge with this con-
figuration is that, since there is no frequency difference between signal and local
oscillator, slow phase fluctuations can masquerade as signals. The extreme stability
of the iSCAT configuration, in which the reference beam and the scattered beam
follow almost identical paths, allows commonmode rejection of most sources of this
phase noise.

In dark field heterodyne detection [17], a local oscillator is also used to remove
background photons. However, the technical laser and background noise is avoided
using a heterodyne configuration where the local oscillator and the scattered signal
have different frequencies (see Fig. 1.15). This shifts the interference beat-note to
high frequencies (typically tens of megahertz) where the local oscillator is only
limited by the optical shot noise (see Fig. 1.15). After detection, a dual quadratures
lock-in amplifier is then used to electronically remove the technical noise on the
detected photocurrent and shift the shot noise limited signal back to low frequencies
(see Fig. 1.15).

1.3.2.3 Removing Technical Noise Using Two Optical Cavity Modes

Biosensors that use optical ring cavities, such as like whispering gallery res-
onators (e.g. see [28, 48, 60–64]) typically monitor frequency shift of the cavity
due to the presence of the molecule of interest (see Chap. 2). Therefore this types

http://dx.doi.org/10.1007/978-3-030-90339-8_2
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of measurement is intrinsically degraded by the frequency noise of the laser light.
However, due to the bidirectional nature of ring cavities they feature pairs of degener-
ate modes, one propagating clockwise and the other propagating counter-clockwise.
This provides the possibility to use one mode as a frequency reference for frequency
shifts of the other, introducing immunity to laser frequency noise.

To understand such techniques we must understand how a molecule interacts
with the optical cavity field. A molecule within the optical field of the two cavity
modes introduces scattering from one mode to the other, which causes the modes to
hybridise into a symmetric standing-wave mode and an asymmetric standing-wave
mode. The symmetric mode as an intensity peak at the molecule position, while the
asymmetric mode has zero field intensity at this position. The molecule then only
interacts with the symmetric mode, shifting its frequency relative to the asymmetric
mode. As such, the asymmetric mode can be used as a frequency reference (see
Fig. 1.16). Since both modes are subject to the same technical and laser frequency
noise, difference in their frequencies (often termed the “mode splitting”) is therefore
immune to these noise sources and provides a signal that is directly proportional to
the scattering cross-section of the molecule.

This concept was first demonstrated in Ref. [60], where mode splitting between
the two modes was measured by scanning the laser frequency across the optical
resonance, and the effect of nanoparticles on this splitting characterised. In that
work and following papers [65], impressive performance was achieved, with laser
frequency noise essentially eliminated. One challenge, however, with this technique
is that the scattering particle must be large enough to induce a resolvable splitting
in the optical modes—that is, the splitting must be larger than the optical decay rate
which is typically on the order of a megahertz. This has precluded its application
with small proteins and other biomolecules in aqueous solution.

Several techniques have been proposed to circumvent this problem, although
as yet they also have not been applied to biomolecules. One technique nests the
whispering gallery mode resonator within an optical interferometer [66]. This allows
the symmetric and antisymmetric modes to be separately accessed, one from each of
the output ports of the interferometer, and in this way removes the requirement that
the modes are resolvable. Another technique measures the intensity of light coupled
from the clockwise (excited) whispering gallery mode into the counter-clockwise
(backscattered) whispering gallery mode due to the presence of the molecule [67]
(see Fig. 1.16). In Ref. [67] it was shown that this technique both allows sensitivity
equal to that achievable from frequency shifts of a single optical mode and is free
of frequency noise when the laser frequency matches the cavity frequency [67].
Other techniques introduce a gain medium into the optical cavity to reduce its decay
rate [65] or take advantage of an exceptional point to increase the frequency shift [68].

1.3.2.4 Photon Shot Noise

The particle nature of the light introduces another type of noise, shot noise, which is
inherent to every optical field and has origins fundamentally different from technical
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Fig. 1.16 Scheme of the self-referencing technique monitoring mode splitting via transmission of
the cavity (right detector) or monitoring back reflection from the cavity (left detector). The two
counter-propagating modes are represented by the red and blue arrow

noise. In quantum optics, optical fields are considered as a flux of photons particles,
each with energy given by �ω, where � is the reduced Planck’s constant and ω is the
angular optical frequency. In the usual case that each photon is uncorrelated to the
other photons in the optical field, the photons arrive at random times at the detector.
This creates photon shot noise. The detection is governed by Poissonian statistics,
and is therefore a randomwhite processwith a flat response in frequency (and time) as
shown in Fig. 1.11c. Since the shot noise originates from the fundamental quantized
nature of light, the techniques to suppress noise described in the previous section
have no effect on it.

Suppression of the shot noise is not a trivial task and quantum engineered light
need to be prepared, exhibiting a particular form of quantum correlations between
photons (see Sect. 1.3.3.4). When the measurement of a biosensor is free of technical
noise and the detected light does not exhibit quantum correlations, the sensor reaches
a fundamental maximum in sensitivity, the shot noise limit. As we will see in the
following section, this dictates the smallest particle that can be detected with the
particular apparatus, without recourse to quantum correlations.

Photon statistics
Shot noise has been studied for several decades in the field of quantum optics. Using
the formalism of quantum optics it can be shown that for a coherent state of light,1

the probability to detect n photons during a given measurement time is [69]:

P(n) = e−〈n〉〈n〉n
n! , (1.8)

where 〈n〉 is the mean number of photons detected. This correspond to a Poissonian
distribution. A characteristic property of this distribution is that the variance of the
distribution Var [n] equals its mean. Coherent states are the ideal state emitted by a
low noise laser, and are one of a set of “minimum uncertainty states” that carry the
smallest amount of quantum noise allowed by theHeisenberg uncertainty of quantum
mechanics. They can be represented in the phase space by a “ball and stick” diagram
(see Fig. 1.17). In this representation, the length of the stick represent the amplitude

1 This is the state of a laser free of technical noise and without any quantum correlations between
photons.
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Fig. 1.17 Ball and stick
diagram of different states of
light. The length of the stick
represents the amplitude of
the field α and the angle the
phase φ. A coherent and
vacuum state are represented
as well as a technical noise
limited state
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limited state

α

φ

δφ
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(α) of the optical field and the angle the phase (φ). The ball represent the fluctuation
in phase δφ and amplitude δα. Compared to a shot-noise-limited laser, the larger
noise fluctuations of technical-noise-limited light are represented via a larger ball in
the phase space diagram.

1.3.3 Shot Noise Limit to Signal-to-Noise

1.3.3.1 Shot Noise Limit of Direct Detection

The shot noise limit governs the smallest particle detectable by a biosensor for given
apparatus andmeasurement time, and in the absence of quantumcorrelations between
photons. As an example, let us consider a biosensor that directly detects the scattered
field of a spherical nanoparticlewith 100%efficiency as shown inFig. 1.18.Assuming
that the signal detected nscatt is dominated by shot noise rather than technical noise,
according to Eq.1.1 the signal-to-noise is:

SNR = 〈nscat〉, (1.9)

where we have used the fact that the mean and variance of a Poissonian distribution
are equal. This has an intuitive physical meaning: to be able to detect the scattering
(SNR> 1), at least one photon must be scattered on average during the measurement
time.

Defining a particle as resolvable so long as the signal-to-noise is greater than one,
it is possible to calculate the minimum scattering cross-section that is detectable
above the quantum fluctuations σmin. Using Eqs. 1.2 and 1.9 we find:

σmin = 4πw2

〈nin〉 . (1.10)

For an input power Pin = �ω〈nin〉/τ withω the angular frequency of the light and
τ the measurement time, this shot noise limit can also be expressed as:
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Fig. 1.18 Schematic of the
direct detection of the
scattered field of a
nanoparticle

Nanoparticle
nscat

nin Detector

σmin = 4πw2
�ω

τ Pin
. (1.11)

For a particle in water with a refractive index of 1.45, an input power of 1mW, a
wavelength of 780nm, a beam size of 1µm, and a measurement time of 1ms, we
find that the quantum noise limit to the particle cross-section that can be resolved
with direct measurement is σmin = 3.2nm2.

Assuming that the particle is spherical with a constant refractive index, one can
also determine the radius rmin of the smallest particle detectable when at the shot
noise limit using Eq. (1.3) which gives:

rmin = 1

2

(
λ2w

π2

)1/3 (
6�ω

τ Pin

)1/6 (
m2 + 2

m2 − 1

)1/3

. (1.12)

For the same parameters as above, we find that the minimum resolvable particle
radius is rmin = 5.4nm. Thus, we see that direct detection is in principle able to
detect relatively large protein molecules such as antibodies, but with the scattering
cross-section scaling as r6 rapidly becomes ineffective at smaller sizes. We further
see the importance of achieving shot noise limited performance. In particular, it
becomes increasingly challenging to suppress background optical and electronic
noise to levels below the scattering rate for increasingly small particles.

1.3.3.2 Shot Noise Limit of Interferometric Sensing

As discussed earlier, in interferometric sensing, the scattered light is interfered with
a bright local oscillator beam. Since interference offers a means to strongly filter
background noise, shot noise limited measurements can be achieved using these
techniques. The presence of the local oscillator alters the shot noise limit somewhat.
Detailed derivations for the cases of homodyne and heterodyne detection can be
found in the supplementary of Ref. [17]. These show that for homodyne detection
the SNR is equal to

SNRHomodyne = 2η〈nscat〉 (1.13)

and for heterodyne,
SN RHeterodyne = η〈nscat〉. (1.14)
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with η the percentage of scattered photon collected by the detector. These shot noise
limit are similar to direct detection, showing the advantage of interferometric sensing:
the same or better shot-noise limited sensitivity can be achieved as direct detection,
with the signal amplified above electronic noise and background optical noise sup-
pressed.

1.3.3.3 Optical Noise Scaling

To determine if a sensor operates at the shot noise limit, it is not necessary to be
able to resolve single photon detection events. Instead, to test whether the sensor is
limited by technical or shot noise, one can study how the noise scales with optical
power.

Let us consider the experimental setup of Fig. 1.19. Here a laser field Ein contain-
ing some signal passes through a variable efficiency γ beam splitter used to change
the optical power arriving at a sample and a photo-sensitive detector. When the opti-
cal field at the detector Eout is transformed into a photocurrent i via the photoelectric
effect one can show that if Eout is dominated by technical noise,

itech ≈ γ 〈n〉 + 2γ
√〈n〉δsig + 2γ

√〈n〉δtech (1.15)

where δsig is the signal amplitude, δtech is the fluctuation amplitude due to the technical
noise, 〈n〉 is the mean incident photon number, and we have assumed that 〈n〉 �
{δ2sig, 〈δtech〉2}. This assumption is generally valid. For amicro-watt optical field 〈n〉 ≈
1012 and 〈δtech〉2 is typically in the range of 100–10,000. From this relation, we can
see that the signal and technical noise both scale with the detected optical power. This
is expected since when attenuating or amplifying the laser power, by changing γ , the
signal or fluctuations of the laser intensity will be reduced or amplified accordingly.

Equation1.15 also shows that increasing the mean incident photon number (〈n〉)
amplifies both the signal and the technical noise contribution and therefore will not
increase the signal to noise ratio when technical noise dominates. However, when
increasing the intensity at the particle of interest, more photons interact with the
particle (δsig increases) and if 〈n〉 is kept constant, δtech stays constant and the signal
to noise ratio can be increased. This is the technique leveraged by the WGM and
plasmonic sensors to detect label free single proteinswhen limited by technical noise.

The scaling of the quantum noise fluctuations with optical power is different.
In the quantum picture, when optical power fluctuates, by changing γ in Fig. 1.19,
this results in adding or removing quantum vacuum fluctuations to the optical field.
Counter intuitively, even if it contains zero photons, vacuum noise is a coherent state
of light and contains the same quantum fluctuations in phase and amplitude as a
coherent state with many photons. Therefore, vacuum noise creates additional quan-
tum noise and prevent the total quantum noise to be attenuated or amplified as fast
as the technical noise. Semi-classically, the vacuum noise can be approximated as an
additional noise created because the beam splitter randomly chooses which photons
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Fig. 1.19 a Scheme of light detection with a variable ratio γ (t) beam splitter. Note that the beam
splitter can be placed anywhere before the detector along the horizontal beam b Noise scaling as
function of optical amplitude. The technical noise scales and quantum noise scale quadratically and
linearly with optical amplitude while the electronic noise is constant

are transmitted and which photons are reflected creating additional quantum noise
which does not affect the technical noise. Therefore, when detecting the photocurrent
from an optical field containing technical and quantum noise, we have:

itot ≈ γ 〈n〉 + 2γ
√〈n〉 (

δsig + δtech + δq
) + 2

√〈n〉γ (1 − γ )δvac (1.16)

with δq the amplitude of the quantum shot noise of the Ein and δvac the amplitude of the
vacuum noise created by the beam splitter. Since the different noises are uncorrelated
and knowing that the quantum shot noise and the vacuum noise are both coherent
state therefore have equal variance, one can show that the power spectral density Itot
of the the photocurrent is equal to:

Itot ≈ 4γ 2〈n〉 (
Var[�sig] + Var[�tech]

) + 4γ 〈n〉Var[�q] (1.17)

where �sig, �tech and �q are the Fourier transform of the signal, technical noise
and quantum noise respectively and Var [X ] is the variance of X over the resolution
bandwidth of the measurement.2 Equation1.17 shows that, if the dominant noise
scales linearly with γ , that is to say linearly with the detected field amplitude, it has
a quantum origin or if it scales quadratically, it has a technical origin [69] as shown
in Fig. 1.19. From Eq.1.16, we also see that the quantum noise will dominates at low
power and therefore, biosensors detecting small amount of power can be assumed to
be quantum noise limited.

1.3.3.4 Overcoming the Shot Noise Limit

It is possible to create states of light which have smaller uncertainty in some quadra-
ture in phase space than a coherent state. This type of light is called squeezed
light [70]. For instance, an optical field that has less noise than a coherent state
in its amplitude, is called an amplitude squeezed state, and one that has less noise

2 Var [X ]( f ) = ∫ f +RBW/2
f −RBW/2 |X ( f ′)|2d f ′ whith RBW the resolution bandwidth.
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in its phase as phase squeezed state. In order to obey to the Heisenberg uncer-
tainty principle, the conjugate quadrature (e.g. the phase quadrature for an amplitude
squeezed state) must have larger fluctuation that a coherent state—it is said to be
“anti-squeezed” (see Fig. 1.20a). Squeezed states of light can be generated using non-
linear processes in non-linear materials such as second harmonic generation where
two photons of low energy are combined to create a photon of high energy. This
process introduces quantum correlation between photons in the optical field which
can decrease the measured noise [71].

Optical biosensors can benefit from squeezing if they are already quantum noise
limited. The sensitivity can be increased depending on how much squeezing is
achieved. Noise variance reductions beneath the shot noise as large as a factor of
thirty (−15dB) have been achieved [72], and could potentially increase the signal-
to-noise ratio of biosensors by the same amount. However, the use of squeezed light
in biosensing is challenging because it is difficult to create squeezed state of light and
they are fragile—any optical losses reduces the correlations between photons and
therefore degrades the squeezing [70]. These losses canbe expected to be significantly
large in biological sensing apparatuses. Nevertheless, biological quantum enhanced
measurement using squeezed states has been demonstrated in optical tweezers where
the motion of particles within yeast cells has been probed with precision 46% beyond
the quantum noise limit [73], the resolution of photonic-force microscopy have been
enhanced by 14% [74], and nonlinear microscopy has been performedwith signal-to-
noise improved by 35% compared to the shot-noise limit [75]. Furthermore, similar
techniques have been developed to increase the sensitivity of gravitational wave
detectors and improve the efficiency quantum information storage, and showed that
the SNR can be increased by a factor 4.5 (6.5dB) in a frequency band relevant to
biophysics experiments [76].

The sensitivity of interferometric single molecule sensing could be enhanced by
squeezed light in a similar way to the enhancement of optical tweezers-based particle
tracking in Ref. [73]. For example, vacuum squeezed states can be focused to the
sample and collected With the scattered field to decrease the amount of vacuum shot
noise as seen in Fig. 1.20.
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Laser

b)a)
Squeezed vacuum

Squeezed vacuum
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X

Phase
Squeezed

Amplitude
Squeezed

Fig. 1.20 a Quantum squeezed states in phase space. b Scheme of a quantum enhanced interfero-
metric sensor
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1.4 Applications

The main applications of interferometric sensing so far have been in single-particle
tracking and molecule size detection.

Single particle tracking in biology is commonly performed via fluorescence mea-
surements. However, this type ofmeasurement suffers from relatively slow speed due
fluorescence saturation limiting the emitted photon flux, as well as limited acquisi-
tion times over which the particle can be tracked due to photobleaching of label
molecules. Although interferometric sensing does not suffer from these issues, flu-
orescence is the primary approach to single-particle tracking used so far in biology.
The reason for this is that in fluorescence imaging it is easy to filter out scattering
that does not come from molecules of interest (see Sect. 1.3.2). This is not so trivial
in case of interferometric sensing, and as a consequence interferometric techniques
have been primarily used in an environment without scatterers other than the particle
of interest. Most interferometric sensing applications demonstrated to date have used
iSCAT microscopy, as it provides a high degree of spatial information.

At a scale of nanometers, gold nanoparticles were among the first to be detected
and tracked by an interferometric technique [79]. Because of their strong scattering
and biocompatibility, they are often used as labels in image scanning microscopy.
Gold nanoparticles as small as 2nm have been imaged with iSCAT [80]. Larger par-
ticles in the 20nm to micrometer range scatter more light (see Sect. 1.3.1.1) enabling
faster and more precise localisation of particles [81]. However, this comes with the
compromise of greater invasion into the natural dynamics of the biosystem, and lower
sensitivity to environmental forces due to the increased mass. Rotational diffusion
of gold nanorods has also been investigated using iSCAT [82]. The speed of iSCAT
measurements is limited by the cameras used for detection, so other techniques like
dark-field heterodyne detection [17] are more suitable for achieving measurements
at speeds in the hundreds of kilohertz and above.

Tracking of viruses was demonstrated in the early days of interferometric sens-
ing, thanks to their large size between tens and hundreds of nanometers. Compared
to these earlier experiments, the two dimensional spatial resolution of iSCAT can
provide additional information. For instance, it can be used to determine whether the
virus contains DNA or not [77] (Fig. 1.21), since the presence of DNA affected the
polarizability.

Even though much smaller than viruses, single proteins have been detected,
starting with the detection of myosin VA (500kDa) [20] (Fig. 1.22). By detecting
74nm steps of myosin along actin filaments at speeds unattainable for fluorescence
microscopy, it was possible to unravel additional dynamics of molecular motion.
Later experiments were able to detect molecules down to about 50 kDa in size, both
with dark-field heterodyne sensing [17] and iSCAT microscopy [26]. Heterodyne
sensing has demonstrated quantum limited detection and can be naturally integrated
with microfluidics using hollow core fibers [83].

Tracing viruses and proteins on the surface of a cell is of great importance for
biology. Unfortunately, it is not straight forward to maintain the same tracking
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a) b)

Fig. 1.21 a Schematic of a bacteriophage virus attached to a cover slip. Motion of the head of the
bacteriophage can be followed with iSCAT, as can the release of the DNA [77]. b Fraction of DNA
contained in the virus over time after the release process is triggered. Figure adapted from [77].
Used with permission

Fig. 1.22 a iSCAT microscopy of 20nm gold nanoparticle attached to myosin, Fast tracking of
myosin shows dynamics of its 74nm steps. b Two dimensional tracking. Scale bar: 50nm. Figure
adapted from [78]. Creative Commons Attribution license

performance as has been achieved in clean solutions in the presence of cells, since
they scatter a lot of light creating a large non-stationary background. Still, it has
been shown that with advanced data processing one can perform three-dimensional
tracing of viruses and proteins labelled with gold nanoparticles. Spatial and temporal
resolutions of 5nm and 50µs have been achieved [84].

The intensity of light scattering from a particle depends on its polarizability which
in turn depends on its refractive index and volume, as discussed in Sect. 1.3.1.1. In
the case of biomolecules, the refractive index has been found to not vary greatly
across different molecules. The density is also found to be relatively constant across
different biomolecules. As a consequence, one can use dipole scattering to distin-
guish between molecules of different mass. This has been demonstrated in the case
of iSCAT microscopy [16], and the developed technique termed mass photometry.
The standard deviation of refractive index and specific volume has been calculated
for >105 protein sequences to be 0.3 and 1.2% respectively [59]. In order to mea-
sure molecular mass, the technique uses ‘calibration molecules’ with known mass
and compares their light scattering to that from molecules of interest. In this way,
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a)

b) c)

Fig. 1.23 aMass photometry of tubulin using iSCAT. The number of bound and freemonomers can
be counted, as these exhibit different interference contrast. This provides information on interactions
between protein monomers. b The fraction of tubulin dimers as a function of free monomer con-
centration. cMass distributions in sample over time. Figure adapted from [23]. Creative Commons
CC-BY license

mass photometry has been found to be capable of detecting the mass distribution of
solutions of different proteins or different oligomeric states, providing information
on interactions between proteins [23] (Fig. 1.23). It also allows the heterogeneity of
a sample to be determined [85], which is of importance for characterizing protein
purification. This shows the potential of mass photometry as a replacement for more
complex characterization techniques such as negative stain electronmicroscopy [85].

As iSCAT can discernmolecules of different sizes, it has been also used tomonitor
the assembly and disassembly of biomolecules. For example, the length of micro-
tubules can be monitored [21], even down to individual tubulin dimers [86]. Forma-
tion of supported lipid bilayers has been investigated in [87]. This offers the prospect
to study biomolecular interactions with cellular membrane bilayer models, such as
their interactions with drugs and small molecules, and transport processes [84].
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1.5 Conclusion and Outlook

This chapter has provided an overview of interferometric single-molecule biosen-
sors. Such sensors provide a powerful approach to study the size and dynamics of
single molecules, offering the benefits of label-free operation and relative simplicity.
The chapter outlines the basic principles of how they function, details the vari-
ous noise sources and challenges, discusses experimental techniques, and describes
recent advances and applications. It is clear from the breadth of applications that have
already been demonstrated that interferometric single-molecule biosensors will have
a significant role to play in building our understanding of proteins and how they inter-
act. A significant outstanding question is whether these techniques can be extended
to provide detailed information about the structure of biomolecules and to track how
this structure changes over time. Recent theory suggests that interferometric single-
molecule biosensors may be capable of such measurements [29]. This would open
an exciting avenue to understand biomolecular processes such as protein folding.
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Chapter 2
Optoplasmonic Whispering Gallery
Mode Sensors for Single Molecule
Characterization: A Practical Guide

Sivaraman Subramanian, Kulathunga Mudalige Kalani Perera,
Srikanth Pedireddy, and Frank Vollmer

Abstract Optoplasmonic sensors are a new class of single-molecule sensors that
leverage the exceptional quality factor of dielectric micro cavities and the strong
localization of electromagnetic fields by metal nanoparticles. These sensors have
even enabled the detection of the smallest entities in solution, that is, single atomic
ions. This chapter describes theworking principle of these sensors with a focus on the
experimental aspects of the sensor. An overview of various dielectric micro cavities
and their fabrication techniques is provided. The synthesis and fabrication of metal
nanoparticles and the techniques for combining them with micro cavities are also
discussed. Various aspects of the sensor such as the sensitivity, limits of detection,
time resolution, methods for functionalization, and robustness are discussed. Finally,
solutions and approaches to overcome many of the limitations are presented and an
outlook on the future applications of these sensors is presented.

2.1 Introduction

Optoplasmonic sensors are a class of sensors developed in the past decade that com-
bine the high quality factors of dielectricmicrocavities and the small nanometer-scale
localization of electric fields by metal nanoparticles to achieve exceptional sensitiv-
ity for detecting down to single molecules in solution. These sensors have enabled
the detection of even the smallest chemical species in solution, that is, single ions
[1]. This chapter describes the working principle of these sensors with a focus on the
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Fig. 2.1 Representations of whispering gallery modes due to total internal reflection of an acoustic
wave (left) or an optical wave (right). Image adapted with permission from Foreman et al. [2].
Copyright (2015) OSA

experimental aspects of the sensor. Although multiple dielectric microcavities exist,
optical whispering gallery modes in spherical micro cavities (WGMs, see Fig. 2.1)
have been predominantly explored for use in these sensors. Hence, the chapter will
describe optical WGMs as the system of choice. Nonetheless, the general descrip-
tion of the sensing principle can be applied to any cavity geometry. Any formulations
explicit for opticalWGMs are highlighted. The plasmonic part of the sensor typically
uses rod-shaped gold nanoparticles for sensing. Hence, the experimental details will
describemethodsmainly considering gold nanoparticles as the system of choice. The
theoretical descriptions are however applicable to any metal nanoparticle material
and geometry unless stated otherwise.

Optical microcavities and plasmonic nanoparticles fall in the general category
of resonance-based sensors. Specific boundary conditions in these systems result in
the formation of optical or plasmonic resonances. Similar to a tuning fork, the fre-
quency of the resonances is morphology dependent, that is, dependent on the geom-
etry of the structures, the properties of the material, and the surrounding medium.
The interaction of a biomolecule with these resonances results in a change in the
resonance spectral properties which can be used to infer details about the interact-
ing species. Figure2.2 illustrates the optoplasmonic sensing technique. Figure2.2A
shows a sketch of the sensor, in this case, a sphericalWGMresonatorwith a plasmonic
gold nanorod attached on its surface. The zoom-in shows a small biomolecule (an
enzyme) attached to the gold surface that further interacts with other molecules (sub-
strates in this case). Figure2.2B shows the transmission spectrum of WGM before
(blue) and after (orange) the binding of the enzyme to the gold nanorod surface.
The zoom-in shows that the binding of the enzyme causes a redshift of the WGM
resonance. The WGM spectrum can be obtained continuously in time by scanning
the laser wavelength around the WGM transmission dip and extract the resonance
position into time traces as shown in Fig. 2.2C. The binding of a molecule to the
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Fig. 2.2 Illustration of single molecule sensing using optoplasmonic sensors. A Schematic of
an optoplasmonic sensor made of a WGM resonator and a plasmonic gold nanoparticle. The zoom-
in shows a single molecule (an enzyme) attached on the gold surface and its interaction with its
ligands (a substrate). B Plot shows the WGM resonance spectra before (blue) and after (orange)
the binding of a single enzyme on the gold nanoparticle. The binding of the enzyme to the gold
nanoparticle translates into a red-shift of the WGM resonance as shown in the inset. C Time traces
of theWGM resonance. A step-like transition (top) in the time trace indicates binding of a molecule
to the gold nanorod and the spike-like transitions (bottom) show transient interactions of molecules
in the near-field of the plasmonic gold nanoparticle. Resonance wavelength shifts �λ are in units
of femtometer (fm). Image adapted with permission from Subramanian et al. [3]. Copyright (2021)
American Chemical Society

optoplasmonic sensor results in a step response as shown in the plot on top. Tran-
sient molecular interactions within the near-field of the plasmonic nanoparticle for
example during substrate turnover by the enzyme result in a spike-like signal as seen
in the plot on the bottom.

2.2 Background Information

Understanding the theoretical underpinnings of the optoplasmonic sensor is required
for good sensor design and development. In this section, wewill describe some useful
parameters that enable a physical understanding of the sensor system.

Whispering Gallery Modes

Thewhispering gallerymodes (WGMs)were first introduced byLordRayleigh
in 19th century to describe the curvilinear propagation of the sound waves
under the dome of St. Paul’s Cathedral in London. The relevant concept has
been generalized to the light waves tangentially reflected at the closed concave
surface of an optical cavity such as a 100 um glass microsphere, see Figure2.1.
The confinement of the light on optical WGMs originates from the continuous
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total internal reflection. In the wave picture, aWGM acquires an extra phase of
an integer times 2π after one round-trip, constructively interfering with itself.
The WGM microcavities possess wide potential applications in the fields of
integrated optics and biosensing [4].

The signals from the optoplasmonic sensor are primarily observed as changes
in the spectral properties of the optical microcavity. The power stored in the cavity
exhibits a Lorentzian lineshape in the frequency domain given by,

P(ω) = P
(κ/2)2

(ω − ω0)2 + (κ/2)2
, (2.1)

where P is the power, κ is the full-width-at-half-maximum (FWHM) of the cavity
resonance spectrum, andω0 the resonance frequency [141]. Although direct observa-
tion of the cavity power spectrum is usually not feasible, it can be inferred indirectly.
For example, the transmitted/reflected light from the cavity can be used to obtain the
cavity spectrum. Figure2.3 shows an example transmission spectrum of an optical
microcavity.

A dimensionless parameter Q termed the quality factor captures the temporal
confinement of light in the cavity as,

Q = ω0

κ
= ω0τ (2.2)

where τ is the cavity lifetime [142]. The quality factor is influenced by many loss
mechanisms in the cavity such as radiation, material absorption, and surface and bulk
scattering. The intrinsic quality factor of the cavity is can be written in the form,

Q−1
int = Q−1

mat + Q−1
sur f + Q−1

scat + Q−1
rad . (2.3)

Here, Qint is the intrinsic quality factor of the resonator, Qmat describes the intrinsic
material absorption, Qsur f surface absorption losses, Qscat describes the scattering
losses (such as due to imperfections in the form of surface roughness) and Qbend

describes bending loss (or radiation loss or tunnel loss) [142].
The transmitted power spectrum shown in Fig. 2.3 is typically obtained indirectly

using the light transmitted or reflected from an evanescent coupler such as tapered
optical fiber or a prism.Hence, the observed Qspectrum is a combination of the intrinsic
and coupling Q given as,

Q−1
spectrum = Q−1

int + Q−1
coupling (2.4)

where additional losses occur when using the coupler. Typical loaded Qspectrum are
in the range of 107–108 in aqueous medium for glass microsphere resonators of
diameter ∼80µm used in optoplasmonic sensing.
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Fig. 2.3 Example
transmission spectrum of an
optical microcavity, before
(blue) and after (red) the
binding of a spherical
dielectric particle. Image
adapted with permission
from Foreman et al. [2].
Copyright (2015) OSA

The finesse F of the microsphere cavity is determined from F ∼ Q(λ/2π R),
i.e. for R = 40µm, λ = 760 nm and Q = 2 × 106 one calculates F = 6048 which
corresponds to the number of roundtrips the light takes around the circumference of
the microsphere before the intensity decays to 1/e of the starting value. The more
than 6000 roundtrips of light taken during steady-state measurements enhance the
sensitivity of the micro cavity sensor.

The WGM spectrum and Q factor of glass microspheres

WGM transmission spectra are most easily accessed with micrometer glass
spheres [5], see Fig. 2.4A. An approximately R = 200µm radius microsphere
is easily fabricated bymelting a standard (SMF-28, Corning) optical fiber using
a micro torch flame. Light is coupled to the microsphere using an optical fiber
that is tapered, see Fig. 2.4B. Making the tapered optical fibers requires a fab-
rication rig to pull and heat the fiber. The glass microsphere is positioned right
next to the taper-fiber region using mechanical stages. A distributed feedback
(DFB) laser diode with a nominal wavelength around 1340nm and a near-
infrared photodetector are connected to the input and output of the optical
fiber. The WGM spectra Fig. 2.4C is acquired by ramping the DFB laser diode
current which, above the lasing threshold, tunes the emission wavelength con-
tinuously over an approx. 0.2nm range with a tuning coefficient of approx.
0.01nm/mA. By tuning the narrow linewidth (1–10MHz) DFB laser emission
it is possible to resolve WGM spectra and their full-width-half-max (FWHM)
up to Q factors of more than 108.

Another parameter describing the spatial confinement of light in the resonator
is the mode volume V . Many definitions are found in the literature to quantify the
mode volume of a resonator. For high Q resonators considered in this work, the
mode volume can be defined as the energy density integrated over the whole space
normalized to the maximum within the optical. Hence, the mode volume is given as,
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Fig. 2.4 A Setup for
measuring the WGM
transmission spectrum by
tuning a DFB laser diode. B
Glass microsphere made by
heating the tip of an optical
fiber. C Example for a WGM
transmission spectrum
acquired by ramping the
laser diode current. Image
adapted with permission
from Vollmer et al. [5].
Copyright (2002) American
Institute of Physics

V =
∫
v
ε(r)|E(r)|2dV

max[ε(r)|E(r)|2] . (2.5)

where, ε(r) is the permittivity, E(r) is the electric field, and V is the volume [140].
The mode volume of glass microsphere resonators typically used for sensing

applications ranges from 102–103µm3.
The ratio of the parameters Q and the mode volume V (alternatively finesse F)

are the important factors determining the sensitivity of a cavity-based sensor. As we
will see, maximizing the Finesse and improving the overlap of the circulating light
with the target analyte molecules (by using the plasmonic near-field enhancement
of gold nanorods) i.e. lowering the mode-volume of the sensor enables the highly
sensitive detection of single-molecules.

Trading Q for small V —the optimal microsphere size

The sensitivity of any cavity-based sensor is proportional to the ratio of the
parameters Q/V . Hence, it is important to obtain high Q and low V microcavi-
ties. However, a trade-off exists between the maximum Q and the minimum V
achievable. This is because a lower mode-volume V requires a smaller cavity
size, while the cavity Q reduces with cavity size. For example, in the case
of spherical WGM cavities, as the cavity size decreases, the radiation losses
increases due to the increased curvature of the sphere, decreasing the over-
all Q. The value of Q also depends on the wavelength of excitation due to
the wavelength dependence of absorption-induced losses. There is an optimal
microsphere radius for the most sensitive nanoparticle detection. The optimal
radius depends on laser wavelength, the cold cavity Q-factor of the fabricated
microsphere, the absorption of the light in the surrounding medium (water),
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and the coupling method (tapered fiber or prism), see Foreman et al. [6]. For a
typical optoplasmonic WGM biosensing experiment with excitation of WGM
in the VIS—NIRwavelength range, the optimal microsphere diameter is about
80–90µm. Practically, it is not necessary to control the diameter of the micro-
sphere to better than 5µm, which can be achieved by real-time imaging during
the CO2 laser-based microsphere fabrication; see also Sect. 2.5. When more
of the optical fiber is pushed into the CO2 laser beam more glass material is
melted and a larger sphere is formed, up to a certain limit.

2.3 Why Optoplasmonic Sensing?

Biosensing with cavities initially utilized either microcavities or plasmonic nanopar-
ticles separately. A diverse range of biomolecules could be detected using each of
these platforms separately. Plasmonics has a longer history in biodetection as com-
pared to WGM and hence a large volume of literature can be found on the use of
plasmonic nanoparticles for biosensing. Although, sensing of small concentrations
(nM) of molecules was routinely achieved using plasmonic nanoparticles, attain-
ing the ultimate goal of single molecules evaded researchers until recently [7–9].
Although plasmonic nanoparticles possess a very small mode volume, the extremely
poor Q results in a low signal-to-noise ratio (SNR) when using plasmonic nanopar-
ticles as single-molecule sensors.

On the other hand, optical microcavities can possess exceptionally high Q.
Nonetheless, the larger mode volume of these resonators results in small enhance-
ments of the single-molecule signals. Shattering a 10nm-diameter nanoparticle
detection limit to enter the arena of single-molecule sensing proved to be diffi-
cult just based on dielectric microcavities (mainly using WGMs), see Fig. 2.5. An
80µm-diameter microsphere cavity with Q of 2 × 106 enabled single Influenza A
virus detection with a virus particle diameter of ∼100nm by monitoring the MHz
frequency shifts of the WGM resonances [10]. The detection of single BSA protein
molecules with the same resonator would require observing a few kHz in WGM
frequency shifts. The BSA protein with approximately 3.2 nm Stokes radius has
a polarizability that is more than 3500 times smaller than that of the 50nm radius
Influenza A virus. Even with an ultimate Q of 109 that one can achieve in principle in
WGM silica glass cavities, the noise sources such as the laser noise, thermorefractive
noise, etc. make it difficult to reach single-molecule sensing, see Fig. 2.5.

The detection limits for sensing single viruses for a realistic WGM microsphere
sensor were considered by Arnold et al. [11]. A more rigorous estimate of the
detection limit for small biomolecules based on the Cramer-Rao Lower Bound was
estimated by Foreman et al. [6]. Theminimum number N of biomolecules (which are
considered to be spherical with the polarizability α, required to produce a detectable
frequency shift for a WGM sensor where spectra are acquired by laser scanning are
calculated as [6],
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Fig. 2.5 Limits for detecting spherical polystyrene nanoparticles in air through the resonance shift,
mode splitting and mode broadening. Reprinted from [12] with permission from John Wiley &
Sons, Inc
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where, ns is the refractive index of the cavity material, nm is the refractive index
of surrounding medium, Q0 is the intrinsic quality factor of the WGM, Qc is the
coupling quality factor, Yll the usual spherical harmonic function and F is a sensi-
tivity factor that depends on experimental configuration. The minimum number N
of BSAmolecules (polarizability α = 4πε0 × 3.85 × 10−21 cm3, see Eq.12 for how
the molecular polarizability of BSA was determined) that causes a detectable (MHz)
shift to a WGM excited in spherical resonator with R = 40µm and λ ≈ 780 nm is
approximately 104.

Hence, the idea of combining plasmonicswith opticalmicrocavities came about to
boost the WGM shift signal above the noise, leveraging a reasonably high Q of the
optical microcavities and the small-mode volume of the plasmonic nanoparticles.
This form of sensing, termed optoplasmonic sensing, detects single molecules as
changes in the spectral properties of the optical microcavity when the molecule
interacts with the near-field of the plasmonic nanoparticle [13]. The plasmonic
nanoparticle provides a signal boost by more than a factor of 1000 (practically often
more than 10000). Adding plasmonic nanoparticles does reduce the Q of the optical
microcavities. However, the signal enhancement provided by the nanoparticles com-
pensates for this loss of Q by bringing the frequency (wavelength) shifts of the
optical microcavity (WGM) above 1MHz (1 femtometer, fm) even for very small
less than 70 Da molecules/ions, see Table2.1 [14]. Single-molecule detection takes
place in the tiny detection volume of the plasmonic near-field (the plasmonic hotspot)
thus isolating for single-molecule signals even in the presence of large backgrounds.
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Additionally, the strong non-linear decay of the plasmonic near-field enables study-
ing not only the presence of relatively large molecules such as proteins, enzymes,
or other nanomachines but also their conformational dynamics due to the different
enhancements experienced by different parts of the protein [3, 15].

Adding the plasmonic nanoparticle in optoplasmonic sensing does not fundamen-
tally change the noise floor in practice. Typically, a 1.3–1.5 times increase in WGM
linewidth is observed and thus the noise floor of the estimated WGM resonance
frequency does not change significantly. Hence, leveraging the near-field enhance-
ments of plasmonic nanorods and taking into account the only mild suppression of
the Q factor due to the excitation of the localized plasmon resonances can explain
the foundations for the large gains in sensitivity that enable the detection of single
molecules on the optoplasmonic sensors. Table2.1 gives an overview of some of the
small molecules and ions which have been detected on plasmonic nanorods coupled
to WGM glass microspheres.

2.3.1 Optoplasmonic Sensing Theory

As introduced previously, the optoplasmonic sensor is made up of two components,
an optical microcavity and one or more plasmonic nanoparticles attached to the cav-
ity. The principle of optoplasmonic sensing is based on the changes to the spectral
properties of the optical microcavity upon the interaction of analytes with the plas-
monic nanoparticle excited by the opticalmicrocavity. There exist threemain spectral
changes that can be monitored to infer about the analytes. These are the shift of the
cavity resonance frequency, the change in the cavity linewidth, or the splitting of the
cavity resonance.

The case of small particles such as micro/nanoparticles of dielectrics as well as
biomolecules such as proteins can be considered using a perturbation theory approach
[5, 19]. In Fig. 2.6A, consider the small dielectric particle (in red) diffusing into the
evanescent field of the WGM. Assuming the interaction of the particle with WGM is
in the weak coupling regime (as opposed to strong coupling which can occur in the
case of two coupled resonances), the fractional shift inWGMwavelength (frequency)
can be given as [2, 20, 141],

�λ

λ
= −�ω

ω
≈

∫
Vp

(εp(r) − εm)E(r)*É(r)dr

2
∫

V ε(r)E(r)*.É(r)dr
(2.7)

whereE*(r) is the Hermitian adjoint ofE(r), εp(r) is the permittivity of the dielectric
particle, V is volume of all space, Vp is the volume of the particle, E(r) is the
electric field before the perturbation, É(r) is the perturbed electric field, ε(r) =
εs (microcavity permittivity) for r < R and ε(r) = εm (host medium permittivity)
otherwise. Equation2.7 can be rewritten in terms of the difference in polarizability
of the particle and surrounding medium αex as,
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Table 2.1 Optoplasmonic single molecule/particle detection with/without gold nanorods

Molecule/
nanoparticle

Molecule/particle
weight

Sensor system
(wavelength) and
AuNR plasmon
enhancer

Resonance wave-
length&linewidth
shifts, �λ&�κ

if applicable

Noise floor

DNA
oligonucleotides
[16]

∼10 kDa ∼80µm sphere
+ 40nm × 12nm
AuNR (780nm)

∼10 fm ∼1 fm

DNA polymerase
(nm
conformational
change) [15]

∼90 kDa ∼90µm sphere +
35nm × 10nm
AuNR (642 and
780nm)

∼15 fm ∼1 fm

MalL mutant (A◦
conformational
change) [3]

∼66 kDa ∼80µm sphere +
35nm × 10nm
AuNR (790nm)

∼20 fm binding
∼5 fm turnover

∼1 fm

Amino acids
(Gly, Cys) [14]

Gly ∼ 75 Da, Cys
∼ 121 Da

∼80µm sphere +
24nm × 10nm
AuNR (640nm)

�λ ∼ 4–30 fm
(on gold), �κ ∼ 4
fm (via disulfide)

∼1 fm

Attomolar
cysteamine
(amine-gold
interaction) [14]

∼77 Da ∼80µm sphere +
24nm × 10nm
AuNR (640nm)

�λ ∼ 7 fm (max),
�κ ∼ 4 fm (max)

∼1 fm

Attomolar
dopamine
(amine-gold
interaction, initial
results)

∼153 Da ∼88µm sphere +
48nm × 12nm
AuNR (780nm)

�λ ∼ 10 fm
(max), �κ ∼ 4
fm (max)

∼ <1fm

Ions (zinc,
mercury) [1]

Zn: 65 Da, Hg:
201 Da

∼80µm sphere +
42nm × 10nm
AuNR (780nm)

∼10 fm ∼1 fm

DNA (double-
stranded)-XPA
protein
interaction [17]

∼26 kDa PhC nanocavity
+ 50nm gold
sphere (1500nm)

dsDNA ∼ 1 pm;
gold nanosphere:
440 pm

∼0.3 pm

Influenza A virus
(110nm) [18]

∼10 MDa,
∼5 × 10−16g

∼80µm sphere,
no plasmon
enhancer
(763nm)

∼11 fm (max) ∼4 fm

Adenovirus
(100nm, initial
results)

∼4 MDa ∼90µm sphere,
no plasmon
enhancer
(640nm)

∼7 fm ∼ <1 fm

Polystyrene
particle (200nm,
initial results)

1.05g/cm3 ∼90µm sphere,
no plasmon
enhancer
(640nm)

∼100 fm (max) ∼ <1 fm

AuNR (42nm ×
12nm; 756nm
plasmon
resonance) [16]

19.32g/cm3 ∼70µm sphere,
no plasmon
enhancer
(780nm)

�λ ∼ 40 fm
(max), �κ ∼ 90
fm (max)

∼1 fm

fm: femto-meter
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Fig. 2.6 A Illustration of a small spherical dielectric nanoparticle interaction with a WGMmicro-
cavity surface (red) and another dielectric (green) interacting within the enhanced near-field of the
plasmonic nanoparticle attached to the microcavity. B Simulated electric field amplitude with and
without the presence of the plasmonic enhancement. The field experienced by the green dielectric is
at least an order of magnitude higher than that of the red dielectric. Image reprinted with permission
from [16] Copyright 2014, Rights Managed by Nature Publishing Group@

�λ

λ
= −�ω

ω
≈ �[αex ]

2

fd |E(rp)|2∫
V ε(r)|E(r)|2dr

(2.8)

where rp is the position of the nanoparticle, fd is a correction term to account for the
exponential decay of the evanescent field [2]. For very small nanoparticles, fd ≈ 1.
Thus, optical microcavities can be used for detecting small dielectrics (particle in
red in Fig. 2.6A) by the shift of the resonance frequency due to the energy stored in
polarizing the particle.

The smallest size of a particle detected by a bare microcavity is typically in the
range of d > 10 nm, where d is the particle diameter. Various sources of noise
prevents the detection of smaller entities, especially biological molecules whose
refractive index is close to that of water. We will discuss more about noise and
sensitivity limits of WGM sensors in Sect. 2.8. For now, it is sufficient to say that
additional signal enhancement is required to detect single biomolecular entities in
solution. This sensitivity enhancement is provided by the plasmonic aspect of the
optoplasmonic sensors. Figure2.6A also shows a small dielectric particle (in green)
interacting within the near-field of the plasmonic nanoparticle attached to the optical
microcavity. Now, the signal obtained as the shift in the WGM frequency is orders
of magnitude higher (as compared to the particle in red interacting directly with the
microcavity) due to the plasmonic enhancement.

A intuitive understanding of this enhanced frequency shift may be obtained by
rewriting Eq.2.8 as,

�ω

ω0
= −�λ

λ0
≈ −�[α]

2

εm f 2(rp)

V (2.9)

where, f 2(rp) = |E(rp)|2/max[ε(r)|E(r)|2] is the normalized mode distribution,
V = ∫

V ε(r)|E(r)|2dr/max[ε(r)|E(r)|2] is the mode volume and ε(r) is the per-
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Fig. 2.7 Near-field
enhancement of a plasmonic
nanoparticle simulated with
a boundary-element method
using the MNPBEM
software package [21]

mittivity of glass inside the resonator and of the surrounding medium outside. The
fractional shift in the wavelength (or frequency) is then proportional to the factor
f 2(rp)/V . For a bare WGM cavity, the value of f (rp) << 1 as the magnitude of the
electric field at the particle location (WGM cavity surface) is much smaller than the
maximum of the field within the cavity.

Figure2.6B shows the normalized field amplitude of a WGM cavity with and
without plasmonic enhancement; this figure is adapted from the Supplementary
Information of Baaske et al. [16]. The boundary (surface) of the WGM cavity is
at y = 30µm. When a plasmonic nanoparticle is added to the WGM cavity surface
as shown in Fig. 2.6A, the maximum of the electric field is shifted to the near-field
of the plasmonic nanoparticle due to the plasmonic enhancement. The local field
enhancement of the plasmonic nanoparticle can now be considered in Eq.2.9 with-
out including any effects of the hybridization of theWGMand plasmonic resonances
as the coupling between the two resonances is weak. The weak coupling assumption
is valid in this case as the two resonators have orders of magnitude difference in
their decay rates. When a small molecule now binds to the tips of the nanoparticle,
the shifts induced in the WGM resonance are higher than when the molecule binds
directly to the microsphere surface. The value of f 2(rp) is now equal to 1 as the
maximum field intensity is at the molecule location. Further, the mode volume of
the combined system V is much smaller than the bare WGM as the maximum field
intensity is enhanced by the plasmonic nanoparticle. Thus the combination of an
enhanced field experienced by the molecule and a reduction in system mode volume
results in the observed signal enhancement.

Optoplasmonic sensing within the near-field of gold nanorods

The value of f 2(rp)within the near-field of a plasmonic nanoparticle such as a
gold nanorod can be estimated from various methods such as finite-difference-
time-domain (FDTD), Finite Element Method (FEM) and Boundary-Element
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Method (BEM) simulations and is typically several orders of magnitude larger
as compared to anywhere else at or near the optoplasmonic sensor surface.
By adding the plasmon enhancer to the microcavity, ultra-sensitive nanoscale
detection volumes are created in the plasmonic sensing hotspots, which extend
about 5nm from the tips of gold nanorods, see Fig. 2.7. In these sensing
hotspots, single molecules are detected when they enter the plasmon-enhanced
sensing volumewhere themolecule is polarised. According to Eq.9, the energy
associated with the polarization of the molecule (the induced dipole moment)
results in the detectable WGM frequency (wavelength) shift signals, the mag-
nitude of which are proportional to f 2(rp) and typically on the order of sev-
eral MHz (several femtometers, fm); see Fig. 2.2C for some example single-
molecule signal traces. Detection ofmolecules results in distinct signal patterns
that appear typically either as steps or spikes in the signal traces; these distinct
single-molecule signals can be clearly discerned from any background signals
that may occur i.e. due to a slow variation of temperature of the sample cell or
due to any changes in the composition/refractive index of the sample cell solu-
tion, see also Sect. 11. Very often in biosensing, a receptor molecule is immo-
bilized on the gold nanorod in order to detect the specific ligands as they bind
to or transiently interact with the receptor molecule. When receptor molecules
are immobilized on the nanorod, only those molecules that are immobilized
at the tip produce the detectable signals because only at the tip of the nanorod
the signal boost by f 2(rp) is large enough to bring the single-molecule WGM
frequency (wavelength) shifts above the noise which is typically about 1MHz
(1 fm).

Freely-diffusing molecules are typically not detected as they pass a 10nm
wide detection volume within less than a microsecond which is the time reso-
lution of a standard optoplasmonic sensor, see Sect. 2.9.

The size and aspect ratio of the nanorod is usually chosen such that the
WGM excites the localized surface plasmon near/at resonance, resulting in a
large f 2(rp). Nanorods with plasmon resonances in the VIS to NIR spectral
range are commercially available or they can be synthesized in the laboratory,
see Sect. 6. The frequency/wavelength shift signal of the optoplasmonic sen-
sor does typically not increase with the application of higher optical power,
see Eq.9; this is different from other plasmon-based sensing techniques such
as those based on surface-enhanced Raman scattering, see Chap.5. In opto-
plasmonic sensing, the coupling of a large power to the WGM can be used
to exert optical forces on nanoparticles [22] and possibly molecules [23], see
also Chaps. 7 and 8. The thermo-optical and non-linear optical effects have
to be taken into account when large powers are coupled to the WGMs, see
Chap.2.12.

http://dx.doi.org/10.1007/978-3-030-90339-8_5
http://dx.doi.org/10.1007/978-3-030-90339-8_7
http://dx.doi.org/10.1007/978-3-030-90339-8_8
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Adding plasmonic nanoparticles can result in observable WGM mode-
split

Themicrosphere supports clockwise (CW)and counter-clockwise (CCW) trav-
eling WGM modes that have equal (degenerate) resonance frequency. When
a strong scatterer such as a plasmonic nanoparticle is added to the micro-
cavity surface, the CW and CCW WGM couple with each other through the
backscattering and Rayleigh scattering. This, as a result, gives rise to the spec-
tral splitting of the previously degenerate WGM modes. If the Q-factor of the
WGM cavity is high enough, typically >107, a separation (splitting) of the
WGMmodes can be observed by the appearance of two closely-spaced peaks
in the transmission spectra. It is worth noting that the small splitting distance
between the two spectral peaks may either increase or decrease as additional
plasmonic nanoparticles are added because of the phase differences of the
scattered light. Very often during the optoplasmonic sensor assembly, when
the plasmonic nanoparticles are added, the double-peaks are not resolved and
therefore the mode-split is usually observed as part of an overall increase of
the FWHM linewidth which occurs each time another plasmonic nanoparticle
is added. The linewidth changes together with the wavelength shifts are used
for the real-time monitoring of the number of nanoparticles that are attached
to the microcavity during assembly, see Sect. 7.

In the case that the mode-split is resolved, each one of the split WGM res-
onances interacts with plasmonic nanoparticles differently; f 2(rp) in Eq.9 is
now different for each one of the split modes. For the example of just one plas-
monic nanoparticle attached to theWGMmicrocavity and excited red-detuned
from plasmon resonance, the lower-frequency WGM split-mode is associated
with a larger f 2(rp) because the plasmon resonance is excited more efficiently
and resulting in the shift of this split mode to the lower frequency as the
particle is added. At the same time, the linewidth of the lower-frequency split-
mode increases. The higher-frequency split mode, on the other hand, excites
the plasmon resonance less effectively and f 2(rp) for this mode is smaller.
The lower-frequency split-mode sets up a CW/CCW interference pattern at
the microsphere surface such that the plasmonic nanoparticle is at/closer to an
anti-node (maximum), whereas the higher-frequency WGM split-mode sets
up a CW/CCW interference pattern such that the plasmonic nanoparticle is
at/closer to a node (minimum).

The maximum nanoparticle mode-split (shift) of 2g can be measured on
cavities. The 2g mode split is twice as large as the corresponding WGM shift
�λ measured at lower Q when the WGMmode-split is not resolved: �λ = g.
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Fig. 2.8 AWGM linewidth shifts (|�κ|) magnitude versusWGM resonance wavelength shift (�λ)
for binding of small sub-kDa molecules measured using three different resonators. Solid lines of
�κ = �λ and �κ = 2�λ are also plotted for reference. B Relative angular position (ψ1 − ψi ) of
the molecules binding on resonator 3 estimated from the ratio of �κ and �λ. Image adapted with
permission from Subramanian et al. [25]. Copyright (2021) American Institute of Physics

Single-molecule linewidth shifts can be larger than the wavelength shifts

For the case that the plasmonic-nanoparticle induced mode-split is not
resolved, single-molecule signals can be observed not only from theWGM fre-
quency/wavelengths shifts but also from the changes of the effective FWHM
linewidths of the unresolved mode-split. The perturbation by the molecule
(which is proportional to f 2(rp)) is different for each mode [14]. Figure2.8
shows that the single-molecule FWHM linewidth shifts can provide higher
amplitude signals (points between the green and purple line) than previously
predicted using a first-order perturbation theory that did not consider the mode
splitting introduced by the plasmonic nanoparticles [25]. The optoplasmonic
single-molecule linewidth shift �κ can vary from −2g to 2g with g = �λ

being the predicted wavelength shift magnitude from the perturbation theory
Eq.9. Recently, Vincent et al. [14] showed linewidth shifts �κ for the inter-
action of single-L-cysteine and DTNB (5,5-dithio-bis-(2-nitrobenzoic acid))
with the thiol group of cysteamine molecules using a similar sensor. They
showed that |�κ| > 2�λ, that is, the points would fall above the green line
in Fig. 2.8A. The shifts in �κ on the order of 8 fm with no significant shifts
in �λ above the noise are attributed to an alternate sensing mechanism that
requires additional investigation and is not additional discussed here. Note that
the change in the sign of the linewidth shifts can be either positive or nega-
tive. This shows that the observed single-molecule linewidth shifts do not arise
from additional losses induced by the molecules which are non-absorbing at
theWGMwavelength. The shifts rather arise from the change in the frequency
splitting of the standing wave modes. Since the small frequency splitting is
unresolved, this is observed as the change in resonance linewidth.
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Optoplasmonic shifts inform about a molecules’ binding location

The frequency splitting SN after binding of N plasmonic nanoparticles to the
WGM can be given as [26]

SN =
N∑

i=1

2gi cos (2ψ1 − 2ψi ), (2.10)

where, gi = �ωi ≡ −�λi is the splitting caused by the i th particle, ψ1 is the
spatial phase difference between the first particle and the anti-node of one
standing wave mode, and ψi is the angular distance between the i th particle
and the first particle. When a molecule interacts with the near-field of the
plasmonic nanoparticles, it can be seen as introducing a shift of g′ according
to 2.8. A corresponding change in the splitting SN is introduced depending on
the position of the gold nanoparticle where the molecule binds. This change in
splitting translates into a change in the linewidth as the splitting is unresolved.
A value of �S = S′

N − SN < 0 provides a negative shift (decrease) in the
linewidth, and�S > 0 provides a positive shift (increase) in the linewidth. The
relative azimuthal position of the binding molecules can be estimated using
Eq.2.10 as plotted in Fig. 2.8B. It is seen from the plots that the binding events
cluster around six different values of ψ1 − ψi . The clustering of the events
indicates the relative azimuthal position of the gold nanoparticles attached to
the WGM resonator. The differences in amplitude of �κ within each cluster
arise from the different enhancements experienced by the molecules attached
to different locations on the same nanoparticle. Moreover, the polar position
of the nanoparticles can be estimated using multiple WGMs of different polar
orders [27].

2.4 Sensing Single-Molecule Reactions and Interactions

Numerous single-molecule systems, from interaction of small sub-kDa molecules to
the conformational dynamics of large polymerase proteins have been explored using
optoplasmonic sensors. A few examples of the systems studied in literature and a
description of the experiments are presented in this section.
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Fig. 2.9 A WGMwavelength shift signals �λ in units of femtometer measured for the amine head
group of a single stranded DNA oligonucleotide (26 bases long) at different pH and salt (NaCl)
concentrations. B WGM wavelength shift signals measured for the thiol head group of a single
stranded DNA oligonucleotide (26 bases long). C Optimizing the yield of the surface reactions
(step/spike rate) by varying NaCl concentration. D Number of cumulative binding steps for thiol in
comparison to amineDNAmolecules on the same gold nanorods. Reprinted from [28] by permission
of John Wiley & Sons, Inc

2.4.1 Sensing Ligand Surface Reactions

Ligand surface reactions from low to high affinities were studied for the thiol and
amine gold reactions. The interaction of a primary amine head group of a modified
DNA oligonucleotide (26 bases) with CTAB covered gold nanorods in the low
to neutral pH range is transient. In the low pH range, the amine remains in its
nonreactive, charged form (NH+

3 ). Gold nanoparticles on optoplasmonic sensors can
monitor these transient interactions as they occur with off-rate constants (1/kof f ) on
the order of milliseconds, see Fig. 2.9A. At a high pH, most of the amine groups are
deprotonated (NH2) and the lone electron pair of the nitrogen atom can consequently
interact with gold atoms. Covalent bonds are formed which are observed from steps
in the optoplasmonic sensor traces.

An opposite trend with pH is observed for the thiol-gold interaction of DNA
oligonucleotides (26 bases) with a thiol head group, see Fig. 2.9B. Only below a
pH of approximately 2.5, spikes are observed with comparably high rates. This
trend continues with the reduction of the pH to 2. At around pH 1.8 step events are
observed, occurring simultaneouslywith a drop in the spike rate as the total number of
gold surface atoms available for the thiol-gold bond formation are depleted. Starting
from the optimal pH values, equal to 2 for thiol and 10.5 for amine, the affinity
between both head groups and the surface gold atoms can be further increased by
the introduction of sodium chloride (NaCl) into the solution. Plotting the ratio of
the step to spike rate identifies the optimal reaction conditions, see Fig. 2.9C. The
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optoplasmonic sensors can be used to find these optimal conditions by varying the
sample cell buffer composition i.e. with microfluidics, an approach coined “dial-a-
reaction”. A similar approach can be used to find the optimal reaction conditions
for immobilizing various other surface ligands or biomolecules such as DNA and
protein. Understanding how the ligand molecule approaches the surface, starts to
interact with it, and how this interaction is influenced by environmental parameters
are key aspects for grasping and controlling a surface reaction to its full extent.
The optoplasmonic sensor is capable of providing such information on a chemical
reaction by discerning transient from permanent interactions and thus discerning
ligand’s access to the surface from a bond formation. For example, the cumulative
step counts of the amine and thiol interactions on the gold nanorods reveal that the
thiol and amine head groups bind to different gold atoms, see Fig. 2.9D. It is known
that amines bind to low coordinated surface gold atoms (adatoms) whereas thiols
bind to (100) and (111) gold surfaces.

Attomolar single-molecule detection

Optoplasmonic sensors have recorded single-molecule signals at less than fM
(femtomolar) concentrations. Vincent et al. [14] reported the real-time detec-
tion ofmolecules binding to gold nanoparticles at concentrations of approx. 100
aM (attomolar). The electrostatic trapping of molecules near/at the nanosensor
surface may aid the detection at ultra-low concentration levels. Note that the
success of such ultra-sensitive experiments is highly dependent on the type of
molecule, here 77 Da cysteamine, the surface interactions (here an amine-gold
interaction), the ionic strength, and other buffer conditions. Three other key
points should be considered: (1) lowering of the Debye length (1 M NaCl),
(2) pH-based enforcement of the molecular charge (thiolate/amine deprotona-
tion above both pKa), and (3) choosing a small molecule such as cysteamine
with high diffusivity and low molecular mass. The additional issue to consider
is directing the molecules to the sensing site by passivating the glass with
a non-fouling coating such as polyethyleneglycol (PEG) as not to sequester
analyte molecules and limit their capture by any surface other than the gold
nanorod surface. The attomolar detection limit could be optimized further if
more nanorods can be bound to the microsphere to increase the number of
plasmonic sensing sites.

2.4.2 DNA Sensing by Hybridization

Thiol-modified oligonucleotides 5’-thiol-TTTT-GAGATAAACGAGAAGGAT
TGAT were immobilized on CTAB-modified gold nanorods as the receptor strands
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Fig. 2.10 WGMwavelength shift signals recorded the for hybridization of a 22-mer oligonucleotide
with its three base-pair-mismatched complementary strand immobilized on a gold nanorod of the
optoplasmonic sensor. WGM wavelength shifts were recorded for a TE and a TM mode. No shifts
were recorded for theWGM linewidth in this example. Adapted from [16]. Copyright (2014), Rights
Managed by Nature Publishing Group

for the specific detection of complementary DNA strands by hybridization [16].
The typical medium condition used for immobilization of the thiol-modified DNA
oligonucleotide receptor strands onto the gold nanorods was a pH of 1.8 and increas-
ing concentrations of NaCl in steps of 5 mM up to 50 mM. The number of immo-
bilized oligonucleotides was tracked in real-time. The protocol results in an average
of about 10 oligonucleotides per nanorod contributing to the sensing signals in this
experiment. The affinity of DNA hybridization to the complementary strand depends
on many factors that include the number of complementary base pairs, the specific
DNA sequence, pH, salt, and temperature. In this experiment, base mismatches were
introduced so that the hybridization kinetics was transient.

Once the nucleotide probe strand was immobilized on the CTAB gold nanorod,
the interaction with the (partially) complementary oligonucleotide strand was inves-
tigated. Figure2.10 shows the WGM wavelength shift signals that were recorded
for the interaction of the gold-nanorod-bound docking strand with a 22mer analyte
strand that contained 3 mismatched base pairs. The melting temperature for this
DNA interaction was below room temperature and therefore the transient interaction
kinetics between the complementary DNA strands were observed. For the perfectly
matching strands, on the other hand, the melting temperature is above room tempera-
ture and the single-stranded DNA hybridization to the receptor strands is permanent
and recorded as step signals. NoWGM linewidths shift signals were recorded in this
experiment [16].
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How to determine the polarizability of the analyte particle/molecule?

A dielectric nanoparticle’s excess polarisability in solution can be expressed
as

αex = 4πa3 εp − εm

εp + 2εm
(2.11)

where εp is the relative permittivity of the particle and εm is the relative per-
mittivity of the surrounding medium i.e. aqueous solution, ε = n2 with n the
refractive index [142]. Using this equation can be a convenient way of estimat-
ing the polarizabily of bioparticles such as virus particles with a = 20–1000nm
in radius and a typical refractive index of about n= 1.45–1.5. The excess polar-
izability αex for protein or DNA is determined from the measurements of the
refractive index increment dn/dc of the pure protein/DNA aqueous solution.
The excess polarizability is estimated from the refractive index increment by

αex = 2ε0nm × (dn/dc)protein/DNA × MWprotein/DNA (2.12)

where ε0 is the free space permittivity, MW is the molecular weight of the
protein/DNAmolecule and dn/dc of protein and DNA are approx. 0.183cm3/g
and 0.166cm3/g, respectively [2, 145]. The dn/dc value can be determined
from the refractive index measurements of the pure protein/DNA solutions on
a standard Abbe refractometer.

Optoplasmonic sensing compared with other single-molecule techniques

Single-molecule techniques influence amolecule system in different ways. For
example, fluorescence labelsmay affect the kinetics anddynamics of biomolec-
ular interactions, while the optoplasmonic approaches use local field enhance-
ments that are not uniform across a plasmonic nanostructure, both of which
can play a significant role in the observed statistics. Before one can combine
the information obtained from fluorescence and optoplasmonic techniques,
single-molecule experiments must be compared and cross-validated.

The detection of DNA hybridization on fluorescence-based DNA-PAINT
and optoplasmonic sensors has been cross-validated [29]. The study investi-
gated the impact of (i) the presence of labels, and (ii) the potential influence
of the plasmonic nanoparticle surface, and (iii) plasmonic heating effects. The
measurements reveal that the dissociation rates of hybridized DNA strands are
the same for both techniques within the experimental error. The compatible
kof f values suggest that there is no significant local temperature increase due
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to the near-field enhancement of the gold nanorods at the light intensities used
with both techniques. On the other hand, the rates of association of the com-
plementary strands show large discrepancies which originate from differences
in the surface heterogeneities of the plasmonic nanoparticles, as well as from
the fraction of DNA strands that are contributing to the signals.

2.4.3 Sensing Enzyme Conformational Dynamics

The plasmonic near-field of optoplasmonic sensors defines a detection length scale
that, fortuitously, is on the order of the diameter of a protein such as BSA with a
protein diameter estimated from x-ray crystallography of about 3–4nm.Any changes
in the chemical structure or physical shape (conformation) of a protein such as an
enzyme that remains immobilized within the nanometer-scale plasmonic sensing
hotspot can be observed in real-time [15] (for a discussion of the time resolution
of optoplasmonic sensors see Sect. 2.9). Optoplasmonic sensors are thus sensitive to
structural changes in proteins because the detection signal, the resonance frequencyor
wavelength shift, changes as the overlap of the protein with the highly localized near
field changes. Likewise, any chemical changes in the composition of the immobilized
protein or the binding of a substrate to an enzyme or a ligand to a receptor would all
contribute to the shifts. The variations of the wavelength shift signal �λ caused by
e.g. conformational (shape) changes of a protein can be estimated from:

�λ ∝ α′
ex (

∫

vm (αex t2)
|E(r)|2dV −

∫

vm (αex t1)
|E(r)|2dV ) (2.13)

The magnitude and sign of these �λ wavelength shifts are proportional to the
changes in the electric field intensity integrated over the volume occupied by the
molecule vm(t) at the times t1 and t2, where α′

ex is the excess volume polarizability
of the protein, and vm(t) is the volume taken up by the protein which depends on the
conformation (shape) of the protein adopted at time points t1 and t2 [143].

Optoplasmonic sensing of conformational changes has been used to study sub-
strate turnover of active enzymes. Many enzymes undergo conformational changes
to find the reaction-ready conformation of the enzyme-substrate complex. A study
with the glucosidase enzyme MalL [3] shows that the optoplasmonic sensor traces
likely comprise information about chemically distinct processes such as (i) rapid
binding of substrate to give ES; (ii) conformational fluctuation/rearrangement to
form the catalytically competent binary complex, ES* (a transition state-like con-
formation); (iii) decay of this complex and chemical turnover to form product EP;
(iv) product release and new substrate binding. Figure2.11A shows the concept for
sensing active protein dynamics and the conformational changes associated with
substrate turnover. Figure2.11B shows the specific signals that were obtained for the
active enzyme MalL, a glucosidase enzyme. This particular signal pattern has been
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Fig. 2.11 A Concept for optoplasmonic sensing of enzyme dynamics, the conformational changes
associated with substrate turnover. B WGM wavelength shift signals recorded for enzyme Mall
turning over substrate pNPG. The gray shaded areas can be found in 10–20% of the WGM signals
and may indicate different substates of Mall finding the reaction ready conformation within time
period T . The kcat (number of substrate turnovers per second) of a mutant of Mall at the surface was
found to be in the same order of magnitude as for the enzyme in solution. Adapted with permission
from Subramanian et al. [3]. Copyright (2021) American Chemical Society

observed repeatedly during substrate turnover and may indicate conformational sub-
states of the enzyme searching the reaction ready conformation within time interval
τ . It is worth noting that the approximately 4–5 fm WGM wavelength shift signals
recorded for MalL correspond to very small conformational/structural changes of
MalL that molecular dynamics simulations reveal to be on the order of Angstroms
[30]. In another optoplasmonic single-molecule study with the active polymerase
enzyme pfu, much larger 15–30 fmWGM shift signals were recorded for what are in
that case nm-scale conformational motions of the pyrococcus furiosus polymerase
which resemble the opening and closing motion of a hand [15]. It is worth noting
that the MalL study required microseconds of time resolution to reveal the enzyme’s
dynamics whereas a millisecond time resolution was sufficient in the polymerase
study.

Temperature dependence of enzymatic rates reveal thermodynamics

The temperature dependence of enzyme turnover is commonly used to study
the fundamental thermodynamics and processes involved in catalysis. The ther-
modynamic parameters are often extracted by fitting kinetic data to the Eyring
equation, giving an activation enthalpy and entropy. Recently, however, some
enzyme kinetics do not conform to the Eyring model. Hobbs et al. proposed
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a new model for interpreting these data called macromolecular rate theory
(MMRT). This model postulates an activation heat capacity (�C‡

P ) associated
with the change in conformational dynamics (along the reaction coordinate)
between the enzyme-substrate complex and the enzyme-transition state com-
plex,

ln k = ln
kB T

h
− �H ‡

T0
+ �C‡

P(T − T0)

RT
+ �S‡

T0
+ �C‡

P(ln T − ln T0)

R
(2.14)

where �H ‡
T0

is the change in enthalpy and �S‡
T0

is the change in entropy
between the ground and transition state of the reaction at an arbitrary reference
temperature (T0) [144]. Here,�G‡ is theGibb’s free energy, kB is theBoltzman
constant, h is the Planck’s constant and R is the universal gas constant.

Optoplasmonic sensing of the conformational dynamics of active enzyme
MalL was used to test the MMRT model [3]. WGM wavelength shift signals
for the active enzyme were recorded in presence of the substrate pNPG. The
signals are grouped to identify the time interval �t between single substrate
turnover events.

ForMalL, the kinetic data from the distribution of the interval times�t , can
be fit by more than one exponential A(t) = ∑n≤2

i=1 Ai exp (−ki t) [144] reveal-
ing that more than one enzyme-substrate conformational state is contributing
to the kinetic data. For both of these substates we find that the temperature
dependence of their rates follows the MMRT theory confirming a negative
�C‡

P in single-molecule measurements.

2.5 Fabrication of Optical Microcavities

Numerous resonator types have been realized in literature. The optical resonators
can be generally categorized according to the principle of operation into whisper-
ing gallery mode (WGM) cavities, Fabry-Perot cavities, and photonic crystal (PhC)
cavities. Each of these types of cavities is distinguished by the mechanism of trap-
ping light in the cavity. WGM cavities are structures with some circular symme-
try where light is trapped due to multiple total internal reflections and the conse-
quent constructive interference of light of specific frequencies. On the other hand,
Fabry-Perot cavities are made of two highly reflective surfaces where light is trapped
due to reflection at the surface. Finally, PhCs are cavities where light is trapped due
to the formation of the so-called photonic band-gaps in dielectric (typically sili-
con) substrates with structured refractive index profile at the nanoscale (typically
by patterning nanoholes on the substrate). Figure2.12 lists some of the different
types of cavities, including waveguide coupled microsphere, fiber-coupled micro-
toroid, waveguide coupled ring resonator, fiber-coupled capillary (LOORR), bottle-
neck resonator, micro-bubble, Fabry Perot resonator, fiber-based resonator, and PhC
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Fig. 2.12 Microcavity resonator sensor geometries. Some of the more common design include A
waveguide coupled microsphere (reprinted with permission from [31] Copyright 2012 De Gruyter),
B fiber coupled microtoroid (reprinted with permission from [31] Copyright 2012 De Gruyter),
C waveguide coupled ring resonator (reprinted with permission from [32] Copyright 2013 Else-
vier), D fiber coupled capillary (LCORR), E bottleneck resonator (reprinted with permission from
[33] Copyright 2009 American Physical Society), F micro-bubble (reproduced with permission
from [34], Copyright 2011 Optical Society of America), G Fabry Perot resonator (reprinted with
permission from [35], Copyright 2011 AIP Publishing), H fiber based resonator (reprinted with
permission from [36], Copyright 2005 AIP Publishing) and I photonic crystal resonator (adapted
with permission from [37] Copyright 2007 Optical Society of America)

resonator, respectively. Table2.2 summarizes some optical microcavity resonators,
their size, fabrication procedure, and quality factor Q which have been utilized for
biosensing applications [31].

Amongst the structures presented in Table2.2, microsphere resonators are
extremely easy to fabricate with a high Q factor (1010) in low-loss dielectrics [19,
38]. Glassmicrospheres can be fabricated by twomain techniques; based on themelt-
ing process and the sol-gel approach. The melting approach is based on temperature,
surface tension, and subsequent cooling processes. In general, the melting process
will deteriorate the crystallinity, stoichiometry, and purity of the material. One can
initiate the fabrication bymelting the raw glass components and then pour the viscous
glass onto a mold (spinning plate) or transfer it to a proper stream of liquid nitrogen
[39, 40]. On the other hand, one can start the fabrication from the mechanical step of
grinding the glass into millimeter or micron-size particles and then sending them into
a microwave plasma torch or into a vertical tube furnace. The plasma torch is useful
only for melting silica glass, whereas the furnace is designed for melting glasses
which have comparatively low glass transition temperatures such as the heavy metal
fluoride glasses, the chalcogenide glasses, and the phosphate glasses. The rotating
electrical arc was developed to alter the powder of arbitrary glass shapes into micro-
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Table 2.2 A summary of some common resonator geometries, Q factor, size, and fabrication
methods.

Resonator type Q factor
in water

Typical size Fabrication methods

Spherical [5,
10, 11, 20,
43–49]

108 50–500µm CO2 laser melting, butane/oxygen flame melting of optical
fiber tips

Microtoroid
[50–53]

108 30–200µm CO2 reflow of an under-cut silica micro-disk on silicon
wafer

Ring-resonator
[54–59]

105 20–200µm Lithography techniques; substrates include silicon nitride
(visible operation), silicon (near-IR) and polymer thin-films

Capillary [60,
61]

107−8 150µm Softening by CO2 laser and stretching a fused silica
capillary

Disk resonator
[62, 63]

104 10–100µm Fabricated from siliconoxy- nitride film on a silicon wafer
by lithography technology

Bottleneck
resonator [33]

108 40µm Fabricated from standard optical glass using a two-step heat
and pull process

Microtube ring
resonator [64,
65]

108 10µm Roll-up of a strained SiO/SiO2 Nano membrane to form a
micro-tube with a thin wall

Microbubble
[34, 66]

103−7 30–500µm CO2 heating and pulling of glass capillary

Micro-coil [67,
68]

106 500µm Wind a microfiber coil on a cylindrical rod with a lower
refractive index

Fiber-based
[36, 69]

106 20–200µm Resonator is formed between the plane tip of a fiber and a
concave micro-mirror fabricated by standard silicon etching
and optical coating techniques

Fabry-Perot
[70]

104−6 40µm The resonator is formed between two reflectors composed
of two period Si/SiO2 Bragg structures

Photonic
crystal cavity
[37, 71]

106 <10µm e-beam lithography and reactive ion etching

spheres [41, 42].With this technique, a large number of spheres can be made at once,
and with high throughput. The size distribution of the spheres is seen as drifting to
a large size and hence controlling the fabrication of very small spheres <100µm
can become difficult. Furthermore, fabricating spheres of an exact size repeatedly is
challenging; an optical microscope is required to sort out the microspheres of the
desired size. The microspheres can be picked up with the help of a glass capillary
which is connected to a vacuum pump. Once picked up, the microspheres can be
glued to the end of an optical fiber facet [38].

Alternatively, spherical glass resonators can be formed by melting a glass rod or
a standard telecom fiber to the desired diameter. Upon heating, the end of the glass
fiber forms a spherical volume under the surface tension. Thismethod is reproducible
and inexpensive, which gives high-quality spheres. In addition to that, this technique
produces a highly spherical, uniform, and very low intrinsic roughness microsphere
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due to the glass’s high viscosity and hence helps to reduce the surface scattering
energy losses. Different heating sources, including high-power (e.g., a CO2) laser,
an oxygen/butane or nitrous oxide/butane micro torch, or an electric arc available in
a commercial fiber splicer, have been used to initiate the reflow process [43, 72, 73].
The major drawback of these techniques is that they only create one microsphere
cavity at a time, and the micro flame process produces asymmetrical spheres [38,
74]. Figure2.13A illustrates the fabrication of silica microspheres using a CO2 laser.

The interesting fact of the sol-gel method is that this process starts from the
precursor level and ends up with a spherical microsphere and the same process can
be used to coat a spherical cavity. For example, silica spheres have been synthesized
via the sol-gel method using base-catalyzed hydrolysis of tetraethyl orthosilicate.
If the earth metals are incorporated with the synthesis, it is necessary to use an
acid catalyst to overcome the hydroxide formation [38]. Furthermore, the sol-gel
technique is considered the best method to coat a uniform layer on top of a spherical
microresonator [2]. The Q factor of a microsphere is generally reduced by the coated
material due to the absorption of the light by the coating and due to the scattering
at the interfaces. The microspheres have been coated with many materials including
the conjugated polymers, PMMA, nanocrystalline silicon, silica-hafnia glass, and
manymore. Recently, other methods such as low-pressure chemical vapor deposition
(LPCVD) and thermal annealing have been introduced as alternative methods for
coating a thin film onto a microsphere [75–77].

The micro bottle resonators are fabricated from the silica fiber by changing the
fiber morphology into a bump, which looks like a bottle. Previously, micro bottle
resonators were fabricated using the heat and pull method. The most basic method
consists of thinning the fiber at two positions such that the thicker area in between
these segments forms the bottle shape, as shown in Fig. 2.13B. As per the first demon-
stration of the micro bottle resonator fabrication, a small section of a fiber capillary is
exposed to the melting process using the CO2 laser beam by pulling the optical fiber
[80]. The computer control of the heating and pulling process has been enabled the
fabrication of bottle resonators with a Q factor up to 108. [33, 81, 82]. In an alternate
process, Ganapathy et al. used short sections of optical fiber in a standard fusion
splicer to form micro bottles, which is a thermo-mechanical process. The cleaved
ends of two optical fibers are pushed towards each other while heated to a particular
temperature at which it softens and fuses. The heating process was done using the
arc discharge with an arc duration of one second, where it was exploited splicer
actions on a piece of fiber to soften a small region with simultaneous compression.
The combined splicer efforts resulted in a significant bulge along with the fiber. In
addition to that, multiple short arcs were used to soften the glass controllably [81].

Toroid microcavities are made from a 2–3 µm layer of silicon dioxide on the
surface of the silicon wafer. The fabrication process consists of four main steps. The
first step is photolithography is used to define a disk-shaped photoresist pad on a
silicon substrate that undergoes wet thermal oxidation in a horizontal tube furnace.
Secondly, this pad pattern acts as a etch mask under hydrofluoric acid (HF). The third
step is a selective etching process where the edges of the SiO2 circular pad are equally
undercut with xenon difluoride (XeF2) just leaving circular silicon pillars to support
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Fig. 2.13 The fabrication process of a A microsphere resonator; B microbottle resonator; C micro-
toroid resonator: (i) SiO2 is deposited on a silicon wafer, (ii) HCl etching is applied to create the
disk structure on top of the wafer, (iii) XeF2 etching is used to create a post structure, (iv) CO2
laser irradiation for the structure to smoothen to form the toroid structure [78]; D microdisk res-
onator: (i) photolithography to pattern the photoresist onto a silicon oxide layer, (ii) reactive ion
etching to transfer the pattern of the photoresist into the silicon oxide layer, (iii) remove the residual
photoresist using photoresist remover and H2SO4/H2O2 solution, (iv) undercut the silica microdisk
resonator using XeF2dry etching to form a silicon pillar [78]; and E polymer-based waveguide
ring resonator: (i) the core layer was spin-coated on the adhesive layer and Al layer deposition and
photoresist layer spin-coated on the core layer, respectively, (ii) photoresist layer patterning, (iii)
double layers patterning, (iv) core layer patterning, (v) removing the mask, cladding and annealing
[79]

the larger SiO2 disks. Lastly, silica edge of the undercut disk is selectively melt and
reflow under a CO2 laser without disturbing the underlying silicon support pillar. The
silica disk shrinks and etches at the border to form the toroidal morphology mainly
due to the surface tension. The main fabrication stages of the microtoroid resonators
are depicted in Fig. 2.13C [83, 84]. Recently, electron beam lithography has been
utilized to pattern a silicon layer via reactive ion etched. This step was followed by
non-selective etching of the native oxide and the main etching using Cl2, HBr, and
O2 to obtain torroidal resonators [85]. The on-chip fabrication of microtoroids via
lithography provides a more precise method to tailor the desired geometry [84].

Microdisk fabrication is quite similar to microtoroids and fabricated via lithog-
raphy method (wet and dry chemical etching). The reflow process is absent in the
microdisk fabrication process, and this tends to result in a lower Q factor due to the
higher surface roughness of the disk resonator as compared to the microtoroid. The
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main advantages of the microdisks are that they can be integrated with microme-
chanical devices (e.g. high-stress Si3N4 nanomechanical beam) to detect the force
and mechanical motions and have been tailored via many materials such as silicon
nitride, titanium dioxide, silicon carbide, lithium niobite, chalcogenide glass, and
polymers in addition to silica and silicon. The major steps of the fabrication of sil-
ica microdisk are exemplified by Fig. 2.13D (i–iv) [86, 87] which was reported by
Guanyu et al. The fabrication process of the silica microdisk consists of four main
steps. Firstly, a photoresist (AZ6130) is patterned on top a thermally grown sili-
con oxide layer. The resultant mold is subjected to bake to get rid of the sidewall
roughness of the photoresist pattern. Then a reactive ion etching step is performed
with SF6/CHF3/HeSF6/CHF3/He to transfer the photoresist pattern onto the silicon
oxide coating. The residual photoresist is removed by the solution of H2SO4/H2O2.
As the final step, the silica microdisk is undercut XeF2 by dry etching to form the
silicon pillar [78].

Microrings havebeen fabricated via photolithography and etchingmethods.More-
over, these resonators are coupled via a bus waveguide , which is fabricated on the
same chip. Silicon insulators, silicon nitride, and polymers have been used as fab-
rication materials [82]. As an illustration, the fabrication steps of polymer-based
waveguide ring resonator are shown in Fig. 2.13E (i–v) [79]. Firstly, a thin film of
the adhesive layer is coated on a silicon wafer, and lower cladding is spin-coated on
the top of the adhesive layer. The core layer of the same thickness is placed on top
of the cladding layer. The aluminum (Al) film is coated on the surface of the core by
thermal evaporation deposition. The photoresist layer is spin-coated on the layer of
Al, patterned and developed. A mixture of hydrogen peroxide and phosphoric acid
is used to remove the exposed part of the Al layer. The double-layer pattern is used
as the mask for deep reactive ion etching of the core layer. The solution of hydrogen
peroxide and phosphoric acid helps to get rid of the mask. Once the core fabrication
is done, it is exposed to spin coating to thicken the upper cladding layer and is cured
by ultraviolet light. Typically the Q factor of the ring resonators falls within the range
104−5. Silicon microrings have been multiplexed and integrated with microfluidics.
Additonally, space couplers have also developed [82].

2.6 Plasmonic Gold Nanoparticles: Synthesis and
Functionalization

In general, metal nanoparticles are fabricated using two approaches: top-down and
bottom-up approaches. The former approach uses traditional lithographic techniques
to pattern nanostructures onto a substrate. Though this technique has good control
over structures such as clean surfaces, control of composition and to achieve periodic
arrays, it involves complex and multistep procedures which may also result in unde-
sirable polycrystalline nanostructures. The cost and time invested increase with the
decrease in the size of the nanoparticles. These disadvantages are overcome by the
latter approach which uses chemical synthesis routes to directly synthesize the metal
nanostructures on a large scale with tailored morphologies. Here we focus on only
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Fig. 2.14 A Schematic for chemical synthesis of anisotropic gold nanoparticles ranging from
spherical to nanostar morphology. B An illustration of synthetic strategies for controlling size and
shape of metal nanoparticles along with LaMer diagram

noble metal nanoparticles because of their enhanced optical and catalytic properties.
A variety of anisotropic noble metal nanoparticles such as nanorods [88], nanostars
[89], nanocubes [90], nanowires [91], nanoprisms [92], octahedron [93] and so forth
were prepared using various chemical approaches (Fig. 2.14A).

The synthesis of larger nanoparticles from small seeds is hindered by the for-
mation of a wide distribution of sizes without uniformity. This problem could be
overcome by seed-mediated synthesis using step by step growth on seeds and pre-
venting secondary nucleation to control the size of the nanoparticles. In this method
nucleation and growth, steps are separated to get better control over the morphology
of the nanoparticles. Typically, seeds are synthesized by the reduction of HAuCl4
in a boiling aqueous sodium citrate solution. When the sodium citrate is added, this
will reduce the Au3+ ions to gold atoms (Fig. 2.14B) [94, 95]. As time proceeds the
concentration of gold atoms rises rapidly until it exceeds saturation, resulting in the
formation of nuclei. The free gold ions in the solution will then bind to the nuclei
surface and growth continues. In this method, the citrate ions act as both reducing
agents and surface stabilizers. The size of the nanoparticles can be tuned by choosing
the proper ratios of HAuCl4 and sodium citrate. The synthesis typically proceeds by
the injection of seed (small cluster of metal) solution to the growth solution which
is prepared by the reduction of metal precursor; and by controlling the parameters
such as concentration of seed solution, the morphology of seeds, temperature, etc.
The seed concentration greatly affects the kinetics of the metal reduction [96].

The metal nanostructures are composed of a metal core which is stabilized by a
ligand shell. Ligands, in general, are bifunctional molecules; one end binds to the
nanoparticle core-forming compact monolayers and the other end (functional groups
such as −OH, −NH2,−SO3H and −COOH) faces outwards from the core nanopar-
ticle and dictates the molecular interactions with the surrounding environment and
with the biomolecules. As prepared, metal nanoparticles cannot be readily applied
in optoplasmonic sensing due to incompatibility of the ligand(s) with the desired
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nanoparticle sensing properties. Further surface modification of the nanoparticles is
therefore required to tailor their properties for sensing and use in the optoplasmonic
biosensing applications [97, 98]. Desired surface functionalization should provide
the following: (i) solubility in aqueous media, (ii) specific interactions to biological
molecules, and (iii) stability in buffers. In aqueous solutions, the ligand-nanoparticle
interaction is the same, but several different effects that are important for stability
arise. Generally, hydrophilic nanoparticles are stabilized by electrostatic repulsion
by the same charged ligands on the surface of the metal. However, the electric field
is shielded in the presence of high salt concentrations, and hence, the nanoparticles
can come close to each other until the attractive Van der Waals (VdW) forces take
over, eventually causing agglomeration. Depending on the isoelectric point and the
pH of the solution, nanoparticles can also lose or change the sign of their charge
(Fig. 2.15).

Ligand exchange can be used to incorporate a wide variety of functional ligands
into the ligand shell of the metal nanoparticle after its synthesis. Ligand exchange
can be carried out via the following approaches:

• single-phase ligand exchange,
• ligand exchange via the intermediate ligand and,
• bi-phase ligand exchange with conditions to exchange from hydrophobic to
hydrophilic and vice versa.

2.6.1 Single Phase Ligand Exchange

This approach is straightforward and can be used to introduce multiple functionali-
ties on the metal nanoparticles. Typically, the weak binding ligands such as citrate,
PVP, and CTAB can be readily exchanged by adding an excess of stronger binding
thiolated ligands and stirring overnight at room temperature. The ligand exchange
occurs because of the high affinity of thiolate groups for gold surfaces. Because of this
high affinity of thiol groups for gold, the thiolate molecules replace the other ligands
such as amines. The ligand exchange reaction relies on the equilibrium between the
thiolate ligands on the surface of nanoparticles and those in the solution. Hence,
using an excess of thiolate ligands in the solution drives the ligand-exchange reac-
tion to completion. For example, complete ligand exchange of CTAB to methoxy
poly(ethylene glycol) thiol (mPEG-SH) on gold nanorods requires 12–24 h. This
reaction time and kinetics for the complete ligand exchange can be significantly
reduced to typically 30min by carrying out the ligand exchange in Tris buffer with
a pH value of 3.0 [99]. Furthermore, the surface modification of gold nanorods
(AuNRs) can be preferentially carried out after the synthesis ofCTABcoatedAuNRs.
It has been proposed that CTAB preferentially binds to the 100 and 110 facets of the
AuNRs, thus affecting the anisotropic growth. The loosely bound CTAB molecules
at the AuNRs tips can be displaced by molecules with higher affinity to the gold
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Fig. 2.15 A gold nanorod with different hydrophilic ligand molecules. The molecules are drawn
to scale in the above schematics. cetyltrimethylammonium bromide (CTAB), trisodium citrate
(TSC), thiolated cetyltrimethylammonium bromide (CTAB-SH), mercaptosuccinic acid (MSA),
mercaptoacetic acid (MAA), mPEG5-SH, Polyvinylpyrrolidone (PVP), mercaptopropionic acid
(MPA), and dihydrolipid acid (DHLA)

Fig. 2.16 DFT calculations. Left: calculated binding energies (Ebinding) of different capping lig-
ands adsorbed on the Au (110) surface. Right: a typical ligand exchange process based on the
pH-tunable binding energy of DEA. Inset: optimized structures of DEA and DEA-H+ on the Au
(110) surface. Reproduced under terms of the CC-BY licence [103]. Copyright (2020) AAAS

surface. It has been reported that molecules such as cysteine, cysteamine, PEG-SH,
etc., can selectively displace the CTAB molecules at the tips [100–102].

Wegive two examples of the ligand exchange protocols. Figure2.16 shows the cal-
culated binding energies of diethylamine (DEA), cetyltrimethylammonium (CTA),
trisodium citrate (TSC), and N-vinylpyrrolidone (VP) on Au (110) surface [103].
DEA demonstrated the highest binding energy which is attributed to the formation
of strong Au-N bond and increasing order of binding strengths are Au–DEA-H+
(−0.72 eV) < Au-TSC (−0.90 eV) < Au-CTA (−0.97 eV) < Au–VP (−1.07 eV)
< Au–DEA (−1.33 eV). Based on the binding strengths the ligand exchange can
proceed only via TSC− >CTAB− > PVP. Hence, DEA facilitates the exchange of
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Fig. 2.17 A typical ligand
exchange of AuNRs to
replace the native CTAB
with TSC. A A scheme
illustrating the ligand
exchange process. B, C
Potentials and UV-VIS-NIR
spectra of the AuNRs
obtained at different stages of
the ligand exchange. D TEM
images of the AuNRs with
different capping ligands.
Reproduced under terms of
the CC-BY licence [103].
Copyright (2020) AAAS

many commonly used ligands from noble metal nanoparticle surfaces. Interestingly,
protonated form of DEA (DEA-H+) becomes the weakest ligand favoring subse-
quent ligand exchange with many common ligands. Firstly, the CTAB molecules
on the AuNRs are exchanged with PVP molecules in an ethanolic solution by stir-
ring overnight. Secondly, PVP molecules are displaced by strong DEA molecules
by stirring for 2h which impart a negative charge to the AuNRs. Finally, the DEA
molecules on the surface are protonated using tannic acid in the presence of TSC lig-
and for the completed exchange of DEA with TSC. As result, the CTAB on AuNRs
was exchanged to weak ligand TSC by exploiting pH switchable binding affinity of
DEA on the metal surface. No changes in the shape and size of the AuNRs were dis-
cernible by the transmission electron microscopy (TEM) imaging (Fig. 2.17), which
could be attributed to the mild conditions that have been involved in the whole ligand
exchange process.

In another example, Wei et al., demonstrated the exchange of cetyltrimethylam-
monium bromide (CTAB)-stabilized Au NRs to citrate stabilized Au NRs using
polystyrenesulfonate (PSS) as an intermediate ligand. Yin et al., demonstrated the
ligand exchange on CTAB coated Au NRs coating and etching of Cu2O [104]. The
CTAB-coated Au NRs are exchanged with poloxamer ligand F127 via coating and
exchange of Cu2O as a sacrificial layer on the Au NRs.
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2.6.2 Bi-Phasic Ligand Exchange

Some of the metal nanoparticles are synthesized in organic solvents with hydropho-
bic ligands such as tetraalkylammonium salts and phosphine ligands as the sta-
bilizing agent. These nanoparticles must be transferred to the aqueous phase and
remain in water with no loss of the physical or chemical properties over extended
periods. Caruso et al., successfully demonstrated the phase transfer of tetra alkyl
ammonium supported Au nanoparticles from toluene to water using 0.1M 4-
dimethylaminopyridine (DMAP) solution [105]. Phase transfer of gold nanoparticles
was initiated instantaneously upon the addition of the DMAP solution, with direct
transfer across the phase boundary completed within one hour without any agita-
tion of the solution. In another study, Kang et al. reported phase transfer-mediated
ligand exchange method is developed for highly selective and rapid synthesis of col-
loidal phospholipid bilayer-coated gold nanocrystals. The complete replacement of
strongly bound surface ligands such as CTAB and citrate by phospholipid bilayer
can be quickly achieved by water-chloroform phase transfer [106].

2.7 Optoplasmonic Sensor Assembly: Combining
Plasmonic Nanoparticles with Optical Micro Cavities

The sensor assembly is the process of combining the plasmonic nanoparticleswith the
opticalmicrocavity so that the cavity excites the localised surface plasmon resonances
(LSPRs) in the nanoparticles. Depending on the nanoparticle fabrication approach,
they are either directly patterned on the cavity surface in case of top-down fabrication
or they are assembled using various chemical techniques for a bottom-up approach.
The top-downassemblyprocess relies on lithography techniques andother cleanroom
processes, while the bottom-up approach can be performed under normal laboratory
conditions.

2.7.1 Bottom-Up Approaches

Figure2.18 illustrates the bottom-up approaches for sensor assembly. In the bottom-
up approaches, the optical cavity and the plasmonic nanostructures are fabricated
separately. They are then assembled in solution by chemical methods by modifying
the surface of the optical cavity and/or the surface of the plasmonic particle. Typically,
the optical cavity is fabricated fromglass surfaces that are negatively charged at a neu-
tral solution pH. Hence, one approach is to use the positively charged nanoparticles
such as gold nanorods coated with cetrimonium bromide (CTAB) as the surfactant
to electrostatically deposit the nanoparticles on the cavity surface. The exact mech-
anism of binding of CTAB coated nanoparticles to the glass surface is not known.
However, the following procedure has been reported to attach CTAB nanoparticles to
glass microspheres. A∼1 pM solution of CTAB coated gold nanoparticles are added
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Fig. 2.18 Bottom-up assembly of an optoplasmonic sensor. In the bottom-up approaches, the sensor
is assembled in solution via chemical methods

to a chamber containing the microsphere at a solution pH of 1.6. CTAB coated
nanoparticles attach to the cavity surface as can be observed via binding step in the
WGM wavelength/frequency/FWHM traces [16].

Alternatively, the surface charge of the glassmicrosphere is transformed by amino
silanization of the microcavity. Molecules such as 3-aminopropyltriethoxysilane
(APTES) or N-(2-aminoethyl)-3-aminopropyltrimethoxysilane (AEAPTMS) con-
tain silanol (Si-OH) groups that can hydrolyze on the surface of the glass where they
form the siloxane (Si-O-Si) linkages [107, 108]. The solvent-exposed amino groups
are then typically positively charged at neutral pH, allowing electrostatic attachment
of the negatively charged nanoparticles (e.g. citrate, carboxyl, lipoic capped) as
shown in Fig. 2.18. The aminosilanization further allows for amide linkages between
the primary amines on the glass and carboxyl groups on the gold nanoparticles by
the well-known carbodiimide cross-linking reaction [109]. This heterobifunctional
cross-linking reaction can be carried out in solution or the vapor phase. First, the
surface of the microcavity is activated by immersing the cavity in a piranha solution
(7xH2SO4:3xH2O2) for 10–20 mins. For solution-phase deposition, a 1–2% solution
of the aminosilane is prepared in water, ethanol, or anhydrous toluene. Although
using water as a solvent makes the solution preparation simple, the formation of
polymer chains of the silanes results in uneven multilayered deposition and a loss of
Q. Hence, anhydrous toluene or ethanol is preferred. For a complete deposition, a
reaction time of over 24h may be required. Since partial coverage is sufficient, reac-
tion times as short as 45 s can be used. However, the variation in the layer thickness
could result in loss of cavity Q. Aminosilanes deposited from solution have been
found to form unstable layers that degrade upon exposure to water over a long time
[108]. Alternatively, the vapor phase deposition provides better (thinner) layer thick-
ness with small standard deviations. The vapor phase deposition can be performed
by placing the cavity in a chamber with a small amount (∼0.5 ml) of the aminosilane.
The chamber can then be heated to 90 ◦C or evacuated to deposit the aminosilane
on the microcavity surface. For both solution or vapor phase, the cavity is washed
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in toluene (2x), ethanol (2x), and water (2x) to displace any weakly bound silanes.
The cavity is then typically dried and cured at 110 ◦C for 15mins to promote the
formation of siloxane bonds.

Finally the surface of the nanoparticles can be coated with an mercaptosilane
such as (3-Mercaptopropyl)trimethoxysilane (MPTMS). The thiol (SH) group in
MPTMS binds to the gold nanoparticle whereas the silanol groups can bind to the
glass following the above procedure for APTES silanization of glass. Once the ligand
exchange (from CTAB or citrate to MPTMS) is performed, the gold nanoparticles
can be attached to the glass surface in solution at neutral pH conditions.

Table2.3 lists the common nanorod functionalizations used for immobilizing the
nanorods on the resonator. The pros and cons of each functionalization are also listed.
Typically, CTAB (cetrimonium bromide) or citrate capped nanorods are easily avail-
able via commercial sources. MPTMS ((3-mercaptopropyl)trimethoxysilane) func-
tionalized nanorods have to be synthesized in the lab starting from citrate capped
nanorods and exchanging the ligand. CTAB capped nanorods have been predomi-
nantly used in the past as they can be attached via a one-step immobilization proce-
dure. This reduces measurement time significantly while increasing the likelihood of
obtaining a high Q resonator before nanorod attachment. Citrate capped resonators
require the resonator surface to be pre-functionalized with aminosilanes. This pro-
cess can result in the reduction of the Q due to the non-uniform coating of the
aminosilanes. Additional issues with aminosilanization of the resonators arise due
to the high positive charge on the surface. Biomolecules having negatively charged
regions attach to the resonator surface in bulk further reducing the Q. Hence, anti-
fouling agents have to be added to the resonator [14]. However, perfect coverage of
the surface with an anti-fouling agent is very difficult to achieve.

2.7.2 Top-Down Approaches

Unlike the bottom-up approaches, the top-down approaches require clean-room
lithography processes. Figure2.19 illustrates some top-down approaches for assem-
bly of optoplasmonic sensors. Themicrocavities such as toroids, disks or PhCs can be
fabricated using lithography techniques as described in Sect. 2.5. Then, a photo resist
is spin coated on top of the cavity and patterned into the form of nanostructures using
E-beam lithography techniques. Then gold layers are fabricated i.e. by sputtering.
The resist layer is then lifted-off to obtain gold nanostructures on the microcavity
surface (Fig. 2.19A). Alternatively, the gold nanostructures can be patterned on a
glass substrate and the microcavity can be placed on top of the nanostructures as
shown in (Fig. 2.19B). Since lithography techniques are mainly applicable to pla-
nar substrates, these approaches are useful for planar cavities such as PhCs. Due to
the requirement of expensive equipment and the long parameter optimization time
required, these approaches have not been explored sufficiently in the literature.
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Table 2.3 Immobilization of nanorods with different surface functionalizations, and their pros and
cons.

Nanorod
functionalization

Immobilization
method

Pros Cons

CTAB Van der
Waal’s/Electrostatic

Simple one-step
process

Not stable above pH 8

Relatively stable over
pH 3–8

CTAB may prevent
easy binding of
molecules

Well tested protocols
for single-molecule
studies in lab

Charged surface may
lead to electrostatic
interactions with
molecules

MPTMS Covalent High stability over the
entire pH range

Multi-step process

NPs can be
pre-functionalized
with receptor/analyte

Nanorods
functionalization to
MPTMS required

MPTMS surface
density tuning is tricky

Citrate Electrostatic/covalent Very stable over large
pH range

Silanization required.
Multi step process

Citrate allows easy
binding of molecules

Silanization often
ruins Q

Most protocols in the
literature use citrate
capped nanorods

Positive charge on
resonator. Debye
screening is difficult

Fig. 2.19 Illustration of the top-down assembly approaches of an optoplasmonic sensor. A Gold
nanostructures fabricated on the microcavity disk surface by sputtering. B Gold nanostructures
patterned on a glass substrate that is then brought near the glass microsphere microcavity
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2.8 Sensitivity, Signal-to-Noise and Detection Limits

Although optoplasmonic sensors have exceptional sensitivity for detecting single
molecules, an important question to address is the ultimate detection limits of such
sensors. The fundamental limit of the detection in the classical regime is the shot-
noise limit that arises from the quantum nature of light. Although it is possible to
circumvent this limit using the quantum properties of light [110], applications of such
methods for sensing are challenging and have not yet been shown. For a sensor based
on the resonance shift of the WGM, the shot noise detection limit in steady-state is
given as [111],

δωmin

ω
≥ 1

Q

√
�ω

P0βητ
(2.15)

where δωmin is theminimum resolvable shift, Q is the quality factor of the cavity, � is
the Planck’s constant,ω is the laser frequency, P0 is the input power, β is the coupling
efficiency, η is the photodetector quantum efficiency and τ is the integration time. For
a typicalWGMwith Q = 1 × 107,ω/2π = 3.84 × 104 Hz, P0 = 100µW, η = 0.9,
β = 0.1 and τ = 20ms, the shot noise limited minimum detectable shift is δωmin =
5.75Hz. The expected resonance shift from single protein of diameter 10 nm and
refractive index n p = 1.54 is much higher and is approximately 1.8 kHz. Hence, for
a shot-noise limited system using high-Q WGMs, sensing of single proteins should
be easily achievable. However, in reality, each measurement system is affected by
other noise sources depending on the timescales of interaction. Biological sensors
typically have to work in the μs timescale, where noise sources other than the shot-
noise limit the detection. Figure2.20 plots the Allan variance measured for two
microtoroid resonators at various integration times [112]. The theoretically estimated
detection limit based on thermorefractive noise [113] and shot noise fromEq.2.15 for
a resonator of radius R = 40µmexcited atλ ≈ 780 nm are also plotted for reference.
The figure is reprinted from Foreman et al. [2]. The figure shows that, at the µ s-ms
timescale, the so-called thermorefractive [2, 113] noise limits the sensitivity. Another
factor that affects the noise at these timescales is the laser frequency jitter. This puts
the minimum detectable shift to much higher values in the range of 10–100 kHz. At
longer time scales in the range of 1s or longer, other noise sources such as thermal
and laser drifts increase the noise further putting the minimum detectable shift to>1
MHz.

Laser linewidth

The laser linewidth is an important factor for the noise in the sensor. Acquiring
the spectra of high-Q cavities benefits from narrow-linewidth lasers. Initial
demonstrations of biosensing with high-Q microcavities [5] utilized micro-
spherical WGM microcavities and DFB lasers with diode current tuning. The
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Fig. 2.20 Allan variance of
the a WGM resonance
frequency for two
microtoroid resonators
measured by Dobrindt [112].
The theoretical detection
limits estimated based on the
thermorefractive noise [113]
and shot noise are plotted for
reference. Image reprinted
with permission from
Foreman et al. [2]. Copyright
(2015) OSA

light was coupled into the microsphere from another single-mode optical fiber
that was tapered in the coupling region. Both, WGMmicrosphere and tapered
fiber were immersed in a liquid sample cell. The DFB laser linewidth was
(1–10 MHz) at a wavelength of 1340nm and tuning was performed over a
0.2nm range with a current tuning coefficient of approximately 0.01nm/mA.
Subsequent demonstrations, especially for single-molecule sensing [16, 114]
utilized ECDLs with linewidths <1MHz reducing the system noise consider-
ably [115].

2.9 Time Resolution

The time resolution of a cavity-based sensor is ultimately limited by the cavity
lifetime, that is the time required for the light to decay from the cavity. The quality
factor Q of a cavity is related to the cavity lifetime as Q = ω0τ , where ω0 is the
angular resonance frequency in radians and τ is the cavity lifetime in seconds. Typical
cavity lifetimes for the resonators described in previous sections are of the order of
0.1–10nswhere a lower Q resonator provides a lower cavity decay time τ . Hence, the
signals can be acquired with nanosecond time resolution. The trade-off here is one of
the signal bandwidth to sensitivity. As the quality factor of the resonator is inversely
proportional to the time resolution, faster acquisition of the signal results in a lower
sensitivity. One can imagine this as a higher Q resonator confining light longer and
hence accumulates more of the molecular information more before reaching the
detector. Hence, the longer confinement leads to a lower time resolution and higher
sensitivity, and vice-versa.
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Bandwidth and noise trade-off

The implications of the noise as the acquisition bandwidth increases has to be
considered. An increase in acquisition bandwidth also increases the integrated
frequency noise at each time point.

Typical quality factors for resonators that enable single-molecule sensing are in
the range of 106 and hence a time resolution of approx. 5ns can be theoretically
achieved. In practice, however, the signals are typically acquired by scanning a tun-
able laser over a bandwidth B around the cavity resonance to obtain the complete
cavity spectrum. This limits the scan time to be slow enough to cover the bandwidth
of interest,

s >
B

κ
τ, (2.16)

where s is the scan time, κ is the cavity linewidth in Hz, τ is the cavity lifetime in
seconds and B is the bandwidth of interest in Hz. The two main methods of tuning a
laser are by tuning the temperature of the laser module or by tuning a grating using a
piezo. The temperature methods allow for a larger scan bandwidth B but are limited
to a time resolution of approx. 100 ms. The piezo tuning has a smaller bandwidth but
allows a higher time resolution in the order of 100kHz. Typically, tuning frequencies
are however <1 kHz.

Some alternative methods have been proposed to overcome the technical limita-
tions of laser scanning and acquire the single-molecule signals with a nanosecond
time resolution. A frequency lock-in method based on the Pound-Drever-Hall (PDH)
lock-in method was used by Swaim et al. [116] to detect single gold nanoparticles
in solution with a ms time resolution. This method was extended by Subramanian et
al. to detect conformational dynamics of single enzymes using the optoplasmonic
sensor with a time resolution of 10 µs. The idea is to lock the laser frequency to
the cavity resonance peak using a feedback controller. Fluctuations in the cavity fre-
quency can then be read out continuously by directmeasurement of the feedback error
signal. Rosenblum et al. [117] proposed another method they termed cavity ring-up
spectroscopy. They used laser pulses with sharp rise times slightly detuned from the
cavity resonance to obtain interferograms from which the cavity resonance can be
obtained by a simple Fourier transform. Although this method has not been applied
in the context of bio-sensing so far, it shows promise for acquiring the complete
cavity spectrum with a nanosecond resolution.

Locking to the cavity resonance is challenging as the resonance spectrum cannot
be directly used as it is symmetric on both sides of the resonance as shown in
Fig. 2.21A (top). Nonetheless, the derivative of the cavity resonance as shown in
Fig. 2.21A (bottom) is antisymmetric and hence can be used to lock the laser to
the cavity. Since there are no methods to directly find the derivative of the cavity
spectrum, an indirect method based on frequency modulation is used.
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Fig. 2.21 A Measured cavity transmission spectrum with sidebands modulated atw0 ± �. B Error
signal (derivative if cavity spectrum) obtained after analog demodulation and lowpass filtering

A fast electro-opticmodulator is used tomodulate the phase of the cavity’s incident
field at a frequency�, such that the incident field takes the form Einc = E0 exp(ω0t +
β sin�t), where E0 exp(ω0t) is the field before the phase modulation and β is the
modulation depth. As a result, sidebands are produced at ω ± �, ω ± 2� and so
on as shown in Fig. 2.21A. If the modulation frequency is much higher than cavity
linewidth, then the sidebands do not accumulate any phase information of the cavity.
However, the beat note between the carrier and sidebands contains the relative phase
information between the incident and cavity fields.

This modulated signal is then mixed down using an analog mixer and low pass
filtered to extract the derivative signal ε (also known as the error signal) as shown in
the bottom plot of Fig. 2.21A. This error signal is then proportional to the detuning
of the laser frequency from the cavity resonance and is given by [118],

ε ≈ −8
√

Pc Ps
δ f

κ
(2.17)

where Pc is the power in the carrier, Ps is power in the sidebands and f is the laser
frequency and κ is the cavity linewidth. As long as the cavity linewidth is constant,
a simple calibration can be used to convert the measured feedback voltages to the
frequency shifts.

Figure2.21B shows a schematic of the circuit diagram to achieve a PDH lock-in
of the laser to the microcavity resonance. The PDH lock requires the modulation
frequency to be much larger than the cavity linewidth. Hence, the external electro-
optic modulator capable of modulations >200MHz is required. Additionally, RF
frequency generators capable of driving high-frequencymodulators are also required.
The phase-modulated laser is input to the cavity the transmitted/reflected light is
collected via a high-speed photodetector (the detector bandwidth should be greater
than themodulation frequency). The DC and RF components are split using a Bias-T
and the RF component is mixed with the modulation frequency to derive the error
signal. The error signal is then fed to a PID controller to provide feedback control
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to the high-speed modulation input of the laser. The DC component can be used for
monitoring purposes and to initially set up the lock.

2.9.1 Cavity Ring-Up Spectroscopy

Although the frequency lock-in provides a fast technique for detecting shifts in the
cavity resonance, the complete cavity spectrum cannot be obtained. An alternative
approach, cavity ring-up spectroscopy (CRUS) as recently published by Rosenblum
et al. [117] uses far detuned pulses to perform a heterodyne measurement to acquire
the complete cavity spectrum in the nanosecond time scale. The short rise time of
the laser pulses corresponds to a large bandwidth given by

B ∼ 1/tr (2.18)

where tr is the rise time of the pulse [117]. If the detuning of the laser from the cavity
resonance δ is less than B, then light couples into the cavity and interferes with the
specularly reflected light-producing interferograms as shown in Fig. 2.22.

Consider the input field x(t) producing the output field y(t), see Fig. 2.22B, the
ring-up signal is then defined s(t) = (|y(t)|2 − |x(t)|2)/x(t). Since, the output field
is obtained by the interference of the input and cavity fields, the output field in
frequency domain can be written as Y (ω) = X (ω) + X (ω)H(ω) where H(ω) is
the cavity transfer function. Fourier transforming s(t) and noting that H(ω) only
contains positive frequencies due to the large detuning, we get H(ω) = S(ω)/X (ω)

[117]. Then, the transmission spectrum T (ω) = |Y (ω)/X (ω)|2 can be rewritten as

T (ω) = |1 + S(ω)/X (ω)|2 (2.19)

The resolution of the spectrum obtained is limited only by the Fourier transformation
which in turn depends on the signal-to-noise of s(t). Hence, a high coupling efficiency
of light to the cavity resonance is required which can be challenging to achieve in
practice.

2.10 Optoplasmonic Sensor Instrumentation

The sensor instrumentation for exciting themicrocavities andmonitoring themcan be
fairly simple. Typically, a tunable laser source such as a distributed feedback (DFB)
laser diode or an external cavity diode laser (ECDL) is coupled into the microcavity
using a coupling setup. The laser is then scanned around the optical modes with
a scan rate in the range of 0.1–100Hz using temperature, diode current, or piezo
control. Figure2.23A shows a simple schematic of the instrumentation required for
exciting themicrocavities and acquiring the spectra. A triangular scanning waveform
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Fig. 2.22 Figure shows the implementation of CRUS by Rosenblum et al. reprinted from [117]. A
SEM of a fiber coupled microtoroid. Sharp probe pulse (left) and beating signal (right). B Shows
the signal s(t). The detuning δ is exhibited by the fast oscillations, the linewidth 2κ is given by the
exponential decay and beat note gives the g the mode splitting. C Fourier transforming s(t) allows
the complete retrieval of of the transmission spectrum (black). A comparison (blue) is provided with
the spectrum obtained by a scan four orders of magnitude slower. Image reprinted with permission
from Rosenblum et al. [117]. Copyright 2015, Rights Managed by Nature Publishing Group

is typically used to tune the laser wavelength over a certain bandwidth around the
cavity resonance. The scanning rate depends on the type of tuning performed. In
DFB lasers, the temperature of the diode is typically tuned limiting the scan rate
to 1Hz (due to the slow rate of temperature stabilization). Alternatively, the laser
diode can be ramped at a rate 100Hz, hysteresis in laser output typically prevent the
faster scan rates. In ECDLs scan rates up to 1kHz can be achieved as the external
cavity is tuned using a fast piezo that houses a grating. The light from a moderate
bandwidth photodetector and digitized using an oscilloscope or a data acquisition
card (DAQ). For much higher time resolution, the laser is locked to the cavity with
a PDH feedback loop that can have a microsecond time constant, see Sect. 2.9. The
laser wavelengths can be calibrated using i.e. a high-resolution Fizeau wavemeter.

The coupling of light into the microcavity is straightforward for Fabry-Perot
cavities where free-space beams can be coupled via the input mirror or through an
optical fiber in the case of a fiber-based Fabry-Perot type resonator. The coupling of
light into more exotic cavities such asWGMs and PhCs is slightly more complex due
to the high-Q of these cavities. Free-space beams do not easily couple into the optical
modes due to the low radiation loss channels in these cavities. Hence, evanescent
coupling methods are typically employed. Figure2.23B shows various schemes for
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Fig. 2.23 A A typical setup to acquire the cavity spectrum. B Different methods of coupling light
into the optical microcavity

evanescent coupling of light into a WGM microcavity. Many of these methods can
also be employed to couple light into other microcavities such as PhCs.

Among these methods, tapered fiber coupling is the most popular in literature
[119]. Tapered fibers are fabricated on pulling rigs. The fibers are clamped onto two
mechanical stages that slowly move apart as the midsection of the fiber is heated
with a brush of a propane/oxygen flame. It is possible to optimize the movement
of the stages and that of the flame (flame-brushing technique) in order to fabricate
adiabatic tapers with very small insertion loss and that provide the critical coupling
to the WGM resonators [120].

Alternatively, a prism based coupling method has been employed for exciting
WGMs in spherical and disk resonators. Although the coupling efficiencies using a
prism coupler is lower than tapered fibers, robustness of the coupling is improved.
Although initial alignment is time consuming, coupling efficiencies of up to 80% can
be achieved [121] with robustness against mechanical, thermal and pressure noise
sources. Coupling using a prism is based on frustrated total internal reflection (FTIR).
Light tunnels from a prism to a WGM resonator when the evanescent field of the
latter is overlapped with the evanescent field due to total internal reflection at a prism
surface and the phase matching condition is met. Using a coupled mode approach,
Gorodetsky et al. derive the conditions for coupling as [121],

sin� = l

n pk R
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where n p is the refractive index of the prismmaterial, ns is the refractive index of the
sphere, k = 2π/λ is the wavenumber, R is the sphere radius, l is the mode number,�
is the angle of incidence at the prim surface, �� and �� are the divergence angles
of the Gaussian input beam in the � and � directions.

Another method of coupling light into microcavities is using scattering from
nanoscatterers. A nanoscale Rayleigh structure scatters light in all directions. When
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such a structure is placed close to a cavity, most of the scattered light is collected into
the cavity mode due to Purcell enhancement [122]. Coupling to a free-space beam
is possible with asymmetric microsphere cavities [123].

Fluidic integration of the optoplasmonic sensor, prism and fiber coupler

The integration of the optoplasmonic WGM sensor with fluids can be based
on the prism coupling and the tapered fiber coupling. Figure2.24A shows the
example for the design of a prism-coupled setup that integrates the sphere
melted at the end of the single-mode fiber within a 400 µl U-shaped sample
cell made of PDMS. The PDMS gasket is pressed against the prism to make
the seal. For temperature control, a thermoelectric element is mounted behind
the (thick) glass plate that holds the PDMS gasket. Fluid is exchanged by
pipetting. The alignment of the sphere to the prism requires the inclusion of
a small glass plate, here triangularly shaped and made of the same glass as
the prism. This small glass platelet is glued onto the large prism using index-
matching UV curable adhesive. The small glass plate serves as the spacer to be
able to align the microsphere to the glass surface where the light is reflected by
near total internal reflection. For alignment and during sensing, the fiber with
the microsphere is held in a ceramic ferrule mounted on an XYZ stage. The

Fig. 2.24 AGlassmicrosphere integratedwith PDMSsample cell (trough). Image adapted from [1].
B Fluidic cell integraed with glass microsphere and TIR objective. C Glass microsphere integrated
in a horizontal PDMS fluidic channel. D Fluidic sample cell integrated with tapered optical fiber
and that is open to the top from where microsphere is positioned
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precise positioningof themicrosphere is required to control the gapbetween the
microsphere and the prism surface with about 100nm precision. The optimal
gap size is a bit less than 1 µm in a typical WGM sensing experiment in water
[6]. For mechanical stability, the mounts for the prism and the XYZ stage
that holds the microsphere are both bolted onto a thick base plate. The camera
images the reflecting prism surface and the image provides a visual aide for the
positioning of the microsphere with respect to the light spot that is indicating
where the light is reflected. The spot size is controlled i.e. with a beam expander
and lenses to allow for good coupling efficiency which practically can reach
anywhere 30–80% [124] for optoplasmonics sensing. Alternatively, theWGM
sensing setup uses a prism cut out with a semi-hole of a few mm in diameter.
The hole is introduced to position the microsphere at the prism surface despite
being held in the ferrule. In prism-coupling setups, the refractive index of the
prisms is always higher than that of the microsphere; very often NSF11 or SF9
prims have been used because they provide for a good coupling efficiency and
convenient angles for the laser beam alignment.

Figure2.24B shows the excitation of WGMwith a total-internal-reflection
(TIR) objective. This design for the optoplasmonic sensor allows single-
molecule fluorescence imaging in parallel to the label-free optoplasmonic sens-
ing. For example, DNA-PAINT and other super-resolution microscopy tech-
niques such as PALM and STORM that are based on the use of fluorescence-
labeled analyte molecules can be implemented together with the single-
molecule optoplasmonic sensing on gold nanorods [29].

Figure2.24C shows amicrosphere integratedwith a horizontal PDMSchan-
nel on a prism. The fluid enters the channel via standardmicrofluidic tubing and
exits the channel after the microsphere into a waste bin. This design allows the
buffer and sample solution to be exchangedwithminimalmechanical perturba-
tion and with laminar flow profiles [125]. The microfluidic sample delivery via
the channel enables step-changes in buffer composition and higher throughput
in sensing. Furthermore, the consumption of sample volume can be minimal.

Figure2.24D shows a tapered fiber integrated with a horizontally arranged
PDMS fluidic chamber that is open to the top from where the microsphere
is inserted. This tapered-fiber optoplasmonic setup has the advantage that the
light can be critically coupled if one fabricated a sufficiently thin fiber and
positions the sphere at the location where the critical (almost 100%) coupling
is achieved. Then, almost all of the light transmitted through the fiber is coupled
to the microsphere and one can obtain the maximum circulating power in the
WGMwhich can be particularly important when using the WGMmicrocavity
for non-linear sensing, see Chap. 2.12. A drawback of the tapered fiber is that
the taper often collects and binds the nanoparticles during sensor assembly
such that transmission is lost. Different from the prism, the taper cannot be
cleaned after use.
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2.11 Signal Acquisition and Analysis

The full spectrum of the WGM is obtained using laser scanning. The recorded spec-
tra are first processed to obtain a WGM resonance position (λ) and linewidth (κ)
using a centroid fitting algorithm [1]. Figure2.25A shows the photodetector voltage
obtained using the setups described in the previous section. The x-axis in Fig. 2.25A
is represented in points that can be easily transformed to the laser frequency using
a simple scaling factor obtained previously using a wavemeter for calibration. Typi-
cally, a triangular waveform is used to tune the laser wavelength. Either the upscan
(as shown in Fig. 2.25A) or the down scan of the triangular waveform can be used to
track the WGM transmission dip (black trace). As seen in the plot, the output power
of the laser varies with the triangular waveform. Hence, a background trace before
coupling of the WGM is recorded.

First, the position of the WGM transmission dip is found by aligning the res-
onator with the coupler and the coupling is optimized. Then, the resonator is moved
away from the coupler using the micrometer stage, and the background (red trace) is
recorded with no coupling. The resonator is moved back to the position of maximum
coupling. The WGM spectra at each sweep are divided by the background to nor-
malize the transmission spectrum as shown in Fig. 2.25B. In experiment, the laser
power output fluctuates over time and small differences in voltage can be observed
over time (the black trace is recorded 10mins after recording the background red
trace). Hence, after dividing the WGM spectrum by the background, the trace is
re-normalized to unity as maximum as shown in Fig. 2.25B (blue trace). Then, the

Fig. 2.25 Illustration of the extraction of the WGM resonance wavelength and FWHM. A Pho-
todetector voltage of the WGM transmission (black) measured ≈10min after start of measurement
and the background (red) measured before start of measurement. B Renormalization of the WGM
spectra using the background to compensate for intensity drifts. C A zoom of the normalized spec-
trum and extraction of the mode position and FWHM. Image adapted with permission from Baaske
et al. [1]. Copyright 2016, Rights Managed by Nature Publishing Group
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Fig. 2.26 WGM wavelength in fm plotted over the wavelength sweep iteration. Each iteration
point corresponds to a 20ms time interval. The plot on top has been offset for clarity. The WGM
wavelength over time is composed of a slow background drift (due to temperature and pressure),
a high frequency noise (corresponding to laser linewidth as indicated by 3σ , bottom trace) and
the single molecule signals (spike-like transitions). The slow background drift is removed by sub-
tracting the trace (top) with a filtered version of the signal to obtain the detrended trace (bottom).
Image adapted with permission from Baaske et al. [1]. Copyright 2016, Rights Managed by Nature
Publishing Group

WGMresonance peak position and linewidth are extracted using a centroid algorithm
[1] using a threshold (red, dashed) as shown in the zoom-in of Fig. 2.25C.

A custom Labview (National Instruments Inc., USA) program is used to record
and process the raw WGM spectra and used to track the WGM resonance position
in the PDH lock-in scheme. Once the WGM λ and κ time traces are obtained, the
data is analyzed for peaks using the MATLAB GUI. After extraction of the WGM
wavelength and FWHM, time traces as shown in Fig. 2.26 (top) are obtained. The
WGMwavelength is plotted as a function of the sweep iteration. Each iteration point
corresponds to a 20 ms time interval. The plot on top has been offset for clarity. The
WGMwavelength over time is composed of a slow background drift (due to ambient
temperature and pressure fluctuation [126]), a high-frequency noise (corresponding
to laser linewidth as indicated by σ , bottom trace), and the single-molecule signals
(spike-like transitions). Hence, drift correction is applied to remove the slowvariation
of the resonance position (�λ). The drift of �λ occurs due to the slow variation of
temperature which is typically on the order 0.2 K over the course of the experiment if
the sample-cell temperature is not actively controlled. In the case of the PDH signal,
most of the drift is automatically accounted for by the PID feedback to the laser.
However, large amplitude changes in pressure and temperature are still measured by
the error signal.

A first-order Savitzky-Golay filter with a window length (typically 101 points)
depending on the sampling rate is applied to the signal. A low pass filtered version
of the time trace (Fig. 2.26 blue trace) is obtained upon filtering. Then, the low-pass
filtered trace (blue) is subtracted from the original time trace to obtain the detrended
trace as shown in Fig. 2.26 (bottom). Now, only the random noise remains which can
be quantified as the minimum standard deviation σ of the time trace. Any transitions
in the detrended trace with magnitude above a level of 3σ as marked by the orange
bounds (bottom trace) are considered as the signal for further peak analysis.
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A peak detection algorithm based on either the MATLAB function f indpeaks is
used to find the �λ values corresponding to single-molecule events. The ‘spike’ like
transitions seen in Fig. 2.27A is defined as the signals. Hence, the signal is similar to
the noise but has a higher amplitude. We quantify as signal peaks, all ‘spikes’ with
amplitude higher than 3 − 5σ (the standard deviation of the background). The value
of σ is evaluated by dividing the WGM time trace into windows of N points and
evaluating the standard deviation of each N -point window. The minimum value of
the standard deviation obtained is taken as the σ of the background. Typically, the
value is 0.4–0.5 fm. Then, the threshold of detecting peaks using f indpeaks is cho-
sen manually between 3 − 5σ . Figure2.27B shows the peaks detected in a segment
of the WGM time trace. The triangles show all the individual peaks detected above
the threshold. The detected peaks are then classified into single-molecule ‘events’.
A single molecule ‘event’ defines the set of signal peaks that belong to one set
of interactions (one enzyme-substrate interaction in our case). The detected peaks
are coalesced into ‘events’ using the nearest neighbor search based on a grouping
threshold. Essentially, any consecutive peaks within a time separation of τ are coa-
lesced into one single-molecule ‘event’. The grouping threshold τ used in this work is
between 50–150ms. Figure2.27C shows the peaks detected from Fig. 2.27B grouped
into single-molecule events using τ = 50 ms. Further, single-molecule events can
contain sub-domains. These are extracted by using a smaller grouping threshold
of 10–30ms (Fig. 2.27D). The signal peaks likely indicate the conformational fluc-
tuations of the enzyme after substrate binding as described in the manuscript. The
source code of theGUI can be obtained fromhttps://github.com/ssubram905/WGM_
DataAnalysis.git.

2.12 Outlook

For optoplasmonic sensors to find more widespread use, a more versatile sensor
setup is needed; one that allows for the multiplexed detection of biomarkers in par-
allel. This platform could use microspheres fabricated by one of the glass melting
techniques or by the sol-gel synthesis approaches, see Sect. 2.5. Fabricated in bulk,
the free-floating glass microspheres could then be aligned in a microfluidic channel
integrated on a suitable prism coupling device. The assembly and disassembly of the
array of microspheres could be controlled by actuating flow, or by pressing/releasing
microspheres via suitable air channels that are integrated as the control channels
together with the fluidic channels in the same PDMS structure [127]. The micro-
spheres could be fabricated in batches; they could be batch-functionalized with
different biorecognition elements such as antibodies, aptamers, or proteins; for the
specific detection of important biomarkers such as viral biomarkers [128]. Imag-
ing the light scattered by each one of the microspheres as the laser wavelength is
tuned across the WGM resonances could enable a parallel readout. Detecting the
WGM spectra from the scattered light is furthermore a suitable, nearly background-
free approach when the coupling efficiency is low. To couple many microspheres in
parallel, the prism coupler could be replaced by a slab waveguide coupler.

https://github.com/ssubram905/WGM_DataAnalysis.git
https://github.com/ssubram905/WGM_DataAnalysis.git
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Fig. 2.27 A WGM time traces after drift correction. B Individual peaks detected using the peak-
detection algorithm. C Grouped peaks (solid line) with a time threshold of 50ms. D Re-grouping
peaks to identify sub-domains with a smaller grouping threshold of 20ms. Image adapted with
permission from Subramanian et al. [3]. Copyright (2021) American Chemical Society

The optoplasmonic sensors sensitivity depends on the orientation of the gold
nanorodswith respect to theWGMelectric field polarization.Optoplasmonic sensing
can advance further if the orientation of the gold nanorods is controlled.Here, bottom-
up assembly methods are needed that can achieve the assembly of the optoplasmonic
sensorswith nanorods of definedorientation. For example, a gold nanorod array could
be created by assembling the nanorods on a substrate where they are aligned with the
help of lithographically (electron beam) defined nanopatterns fabricated in silicon
nitride films/wafers [129]. The nanorods can be trapped in the nanopatterns with the
help of a receding meniscus as the drop of the nanoparticle solution is drawn across
the hydrophobic silicon nitride substrate. Once assembled in the nanopatterns, the
nanorods could be transferred onto the surface of a glass microsphere using a PDMS
stamp.

The assembly of gold nanorod dimers can provide further gains in sensitivity. For
example, a gold nanorod dimer can enhance optical signals by more than a factor of 4
[130]. TheDNAOrigami techniquemight be another useful approach for assembling
nanorod dimers with a sub-nm precision [131]. Furthermore, the use of plasmonic
nanoparticles such as the nanostars can potentially enhance optoplasmonic sensi-
tivity even further; and together with advancing the interferometric measurement
schemes, see Chap.1, this may allow the optoplasmonic sensors to study properties
of molecules previously inaccessible such as the single-molecule chirality [132], see
also Chap.9. The automation of the microfluidic flow can enable the rapid screening
of the molecules of many different samples. With high-throughput, one could probe
drugs for their interactions with target receptors. For example, one could screen a
library of drugs for those drugs that trigger a desired conformational change in the

http://dx.doi.org/10.1007/978-3-030-90339-8_1
http://dx.doi.org/10.1007/978-3-030-90339-8_9
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target receptor. Here, the target receptor could be one of the G-protein coupled recep-
tors (GPCR). Approximately 35% of approved drugs target GPCRs [133]. Screening
for allosteric drugs [134] can help the pharmaceutical industry with developing drugs
that have higher efficacy and fewer side effects.

Further, an optoplasmonic sensor with automated microfluidics and data acqui-
sition, real-time signal analysis and sensor feedback could greatly facilitate the
fundamental single-molecule studies. Programming of the microfluidic flow would
enable the automated bottom-up optoplasmonic sensor assembly. Automated single-
molecule measurement protocols could facilitate the repetitive measurement cycles
and the implementation of more complicated flow profiles including concentration
gradients.

The magnitude and temporal characteristics of the sensor signals contain impor-
tant information about microscopic dynamics and the identity of molecular species
present in the sensing volume. More sophisticated signal-analysis methods will be
needed as more complex biomolecular systems are probed. Analysis methods are
needed that can scrutinized the WGM sensor signals for all of the information that
they carry about the molecular process. The signal analysis might be customized for
the specific signal shapes and patterns associated with the biomolecular process. For
example, some of our initial results indicate that the turnover of substrate molecules
by hinge-bending enzymes such as the phosphoglycerate kinase enzyme PGK pro-
duces a characteristic double-peak sensor signal. The double-peak signals may be fit
by two Gaussian line profiles to scrutinize the fitting parameters for the information
they contain about the molecular aspects of the enzymatic reaction. With improved
control over the orientation of an enzyme on the gold nanorod, [3], reproducible sen-
sor signals (with reproducible amplitude levels and/or overall signal patterns) can be
observed and this could be used to identify some of the (conformational) sub-states as
they are accessed by enzymes or molecular motors [135]. The predictive capabilities
of molecular dynamics (MD) simulations could be combined with electromagnetic
simulations of the optoplasmonic sensor response. A coarse-grained MD model of
a protein combined with the simulation of the corresponding optoplasmonic sen-
sor signal might allow the full reconstruction of the 3D movements; a first step
towards reconstructing molecular movies from the optoplasmonic sensor measure-
ments. Reconstructing the full 3D movements of enzymes and nanomachines could
be aided by the use of the near-field of an optoplasmonic sensor that could be used to
probe different parts of the enzyme/nanomachine. By recording sensor signals with
lasers operating at different wavelengths one could probe different volume sections
of an enzyme/nanomachine for itsmovements. This is possible since the decay length
of the plasmonic near-field is proportional to the wavelength of the probing light.
By exciting WGM in the VIS to near-IR, one could ’scan’ the detection volume on
a nanometer length scale to obtain sensor signals that contain complementary spa-
tial information about the dynamics of a biomolecular process. Importantly in this
context, it has been shown that the optoplasmonic single-molecule signals can be
obtained even far-detuned from the plasmon resonance [17].

More advanced signal analysis of the signal patternsmay be needed, one that iden-
tifies the principal components that may vary slightly because of the internal degrees
of freedom of the enzyme/nanomachine. A wavelet-based algorithm, suitable for de-
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noising aperiodic streaming data, could be applied. Combinedwith the high sampling
rate (up to MHz) of the optoplasmonic sensor, the wavelet-based signal processing
methodology could enable the real-time detection of the principal components. Fur-
thermore, the real-time (microsecond) signal analysis on field-programmable gate
arrays could be used for the real-time control of an enzyme’s activity. A feedback
loop that controls the enzyme activity could be implemented for example by the
rapid heating/cooling of the gold nanorod the enzyme is attached to. In this way, it
may become possible to control synthetic biomolecular processes where one steers
the enzyme such as a polymerase along its reaction pathway to achieve specific
biochemical outcomes. Controlling the synthesis of complex enzymes such as poly-
merases could become useful for example for the on-demand de novo synthesis of
DNA strands.

In the future, the optoplasmonic sensor with its high detection sensitivity and
speed could be used to probe biomolecular dynamics and properties that have been
difficult to accesswith other single-molecule techniques. For example,more complex
biomaterial systems could be probed such as those that are based on membranes.
Lipid membranes could be coated around the plasmonic nanoparticle [136] or they
could be deposited by fusing lipid vesicles onto themicrosphere sensor at the location
of the plasmon enhancer. Binding entire synthetic cells to the sensors may enable
us to study the transport of small molecules across passive and active membrane
channels. Single-molecule sensing of membranes might also provide the opportunity
for combining or complementing the optoplasmonic sensing capabilities with those
of the nanopore sensors, see Chaps. 10–13. Combining optoplasmonic sensing with
other single-molecule techniques can broaden the applications of the technique. One
idea is to combine the optoplasmonic sensor with the optical tweezer technique, see
also Chaps. 7 and 8. One could use the plasmonic hotspot of the nanoparticle to
exert the optical trapping forces on a protein, i.e. plasmonic tweezer. If successful,
the optoplasmonic tweezer could apply very small, femtonewton (fN) forces to
make some conformational states of an enzyme more likely than others, and this
could be used to control enzymatic activity. The optoplasmonic force sensor could
then detect fN forces of enzymes through the application of the minute counter-
acting optoplasmonic tweezer forces which affect the enzyme movement/function.
Furthermore, the combination of the optoplasmonic sensing with the DNA-Paint
technique [29] and with other super-resolved microscopies may provide a powerful
platform for combining high-resolution sensing and imaging of biomolecular process
such as those of biomolecular motors. Separating the molecular signals that originate
from the optical force from the signals due to any temperature changes will be one
of the challenges.

Spectroscopy could be added to optoplasmonic sensing. An amplitude-modulated
pump beam could be used to cause vibrations of the protein due to electrostrictive
forces caused by the near-field of the plasmonic nanostructure. Alternatively, the
interference of two laser beams could be used to apply the electrostrictive forces
at the frequency of the beat note. This could enable a technique for protein finger-
printing by observing the movements of low frequency (GHz) extraordinary acoustic
Raman (EAR) modes [137], see also Chap.8. Optoplasmonic sensors will be capa-
ble of detecting GHz motions of protein domains because, from a time-averaging

http://dx.doi.org/10.1007/978-3-030-90339-8_10
http://dx.doi.org/10.1007/978-3-030-90339-8_13
http://dx.doi.org/10.1007/978-3-030-90339-8_7
http://dx.doi.org/10.1007/978-3-030-90339-8_8
http://dx.doi.org/10.1007/978-3-030-90339-8_8
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perspective, the spatial overlap of a vibrating protein domain with the probing near
field is slightly different as compared to the overlap of a static domain. This change
in overlap causes the sensor signal to change. A sweep of the amplitude modulation
frequency from 10–100 GHz could provide EAR signals in optoplasmonic spec-
troscopy. This may enable a novel approach for the identification of a protein from
its EAR spectrum.

Extracting most information per photon resource will be ideally suited to study
biological samples with minimal perturbation, ultimately probing single molecules
with single photons. This would allow optoplasmonic sensors to probe a photosen-
sitive biomolecule for longer time periods than otherwise possible. This approach
could also make use of quantum-optical measurement techniques. Applied to opto-
plasmonic single-molecule sensing, one could achieve the highest possible sensitivity
per photon budget [138].

Ensemble measurements of nanoparticles do not provide a detailed understand-
ing of how nanoparticle’s size and composition affect the activity and selectivity
of a reaction occurring at their catalytic surface. Also, it is important to track the
catalyst surface changes and dynamics of reactions occurring at the surface. These
surface changes are asynchronous, which are difficult to characterize in ensemble
measurements. The choice of nanoparticles on optoplasmonic sensors that catalyze
inorganic/organic reactions can provide a window into observing those catalytic pro-
cesses that have evaded a more detailed analysis, such as the catalytic reactions of
single enzymes, nanozymes, metal nanoclusters, and the analysis of low-yield reac-
tion pathways that usually go undetected in bulk measurements. The optoplasmonic
sensor system couldmake contributions to the analysis of these nano chemical events,
events that occur at the location of single atoms and molecules and that occur un-
synchronized and sporadically in time. Preparing the suitable nanoparticles on the
sensor will be one of the challenges to overcome.

To date, the optoplasmonic single-molecule sensing capability has not been com-
mercialized. One way to approach the development of a commercial optoplasmonic
sensor platform could be to design throw-away PDMS sample cells that include the
microspheres in a fluidic channel on a glass substrate and that are mounted on a sta-
tionaryWGM reader i.e. with a prism coupler. The plasmonic nanostructure/particle-
coupledmicrospheres could be fabricated to scale in bulk,with customized plasmonic
nanoparticles and surface functionalities. The microsphere sensors could even con-
tain a laser-barcode to identify each one of the different sensing spheres and its
surface functionalities [139]. Another approach to commercializing the optoplas-
monic sensor platform could make use of the fabrication method shown in Fig. 18.
Plasmonic nanostructure arrays could be fabricated on a planar substrate that is then
combined with the microspheres. With a potential for attomolar single-molecule
detection capabilities, the possibility for multiplexed sensing, and automated sam-
ple analysis, optoplasmonic sensors could provide for extremely sensitive nanosen-
sors that quickly and accurately detect novel viruses, identify critical health-related
biomarkers, and uncover harmful toxins in your drinking water.

In closing, we hope that this manual on optoplasmonic single-molecule sensing
will facilitate the uptake of the technique as a research tool. The authors hope this
book chapter will inspire many new single-molecule optoplasmonic experiments,
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together with new optoplasmonic sensor instrumentations and the development of
new optoplasmonic detection modalities. We hope that this book chapter is a useful
guide for implementing the optoplasmonic sensor and sensing technique in the labo-
ratory. For a more general discussion of the physics of the optical whispering gallery
modes and their applications in sensing, we refer the reader to [4].
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77. Davor Ristić,Mile Ivanda, Giorgio Speranza, Zdravko Siketić, Ivančica Bogdanović-Radović,
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Chapter 3
Nonlinear Optical Microcavities Towards
Single-Molecule Sensing

Wenjing Liu, Shui-Jing Tang, and Yun-Feng Xiao

Abstract Optical sensing techniques are of importance for detecting and under-
standing nanoscale objects. Optical microcavities can significantly enhance light-
matter interactions via strong field confinement, which enable optical detection with
high temporal and spatial resolution down to the single-molecule level. Besides the
extensively demonstrated linear optical approach, nonlinear optical processes are also
strongly amplified in microcavities, and exploring them in sensing applications may
not only allow label-free detection with further increased sensitivity and precision,
but also reveal unique spectral fingerprints that are hidden in the linear interaction
regime. This chapter will review molecular sensing mechanisms, modalities, and
recent advances based on nonlinear optical effects.

3.1 Introduction

Opticalmicrocavities confine light to small volumes by resonant recirculation, giving
rise to an enhancement of the light-matter interaction. They are employed extensively
for a wide range of applications and studies, such as nonlinear optics, cavity quan-
tum quantum electrodynamics, and sensing. An ideal cavity would confine light
indefinitely (that is, without loss) and would have resonant frequencies at precise
values. Deviation from this ideal condition is described by the cavity quality (Q)
factor, which is proportional to cavity lifetime τ of photons, that is Q = ωτ with ω

being the resonant angular frequency. On the other hand, the spatial confinement of
photons in the cavity is typically described by the mode volume (V ). According to
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light confinement mechanisms, there are four kinds of representative optical micro-
cavites, including Fabry–Pérot cavities, plasmonic cavities, photonic crystal cavities
andwhispering-gallery-mode (WGM)cavities. Fabry–Pérot cavities are composedof
two parallel reflectors with light bouncing back and forth between them, and resonant
modes are formed by constructive interference between multiple beams [1]. Surface
plasmon resonances arise from the collective oscillations of electrons at the surface
of metal films or nanoparticles [2]. Photonic crystal cavities are formed by introduc-
ing a point defect in periodic photonic structures with a photonic band gap [3, 4].
The propagation of light within the frequency range of the photonic band gap is for-
bidden and the photons are thus trapped inside the defect. Whispering-gallery-mode
(WGM) cavities confine light by total internal reflections near the cavity perimeter,
and such modes have therefore been called “whispering-gallery” modes. A sum-
mary of typical Q and V values for different types of cavities is presented in Fig. 3.1.
WGM microcavities, benefiting from ultrahigh Q factors and small V , can signifi-
cantly enhance light-matter interactions, providing an ideal platform for exploring a
broad range of nonlinear optical effects, and ultrahigh-sensitivity detection. Over the
past decades, researchers have developed ultra-high Q WGMmicroresonators using
different structures (i.e. microsphere [5], microtoroid [6], and microbubble [7]) and
materials (e.g. silica, LiNbO3 [8], Si3N4 [9]) as shown in Fig. 3.2.

At the same time, optical WGM devices have attracted considerable attention in
label-free detection of nano-objects, such as nanoparticles and biomolecules [10].
Microcavity sensors operated in the linear light-matter interaction regime generally
rely on the refractive index change, the elastic scattering, or the absorption introduced
by nanoparticles entering their evanescent field. Such interactions correspond to
mode shift [11, 12], mode splitting [13, 14], and mode broadening [15], respectively,
which can be detected in real-time with an optical fiber taper or other waveguides.
The concentration of nanoparticles or molecules and their approximate sizes can be
determined by analyzing these signals [16, 17]. Numerous experiments have been
performed that have successfully detected various particles in different environments.
For example, single Influenza A and Lentivirus nanoparticles with 110–120 nm
diameters have been detected directly in both air and liquid [11, 13, 15]; Single
ribosome nanoparticles with diamters down to 30nm have been detected in aqueous

Fig. 3.1 Quality factor and
mode volume of
representative plasmonic
cavity, photonic crystal
cavity, Fabry–Pérot cavity,
and whispering-gallery mode
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Fig. 3.2 Nonlinear WGMmicrocavities with different materials and structures. From left to right:
SiO2 microsphere [5], SiO2 wedge microcavity [24], SiO2 microtoroid [25], CaF2 rod [26], SiO2
microbubble [27] (top); Si3N4microring [9], LiNbO3 microdisk [28], organometallic halide per-
ovskite microdisk [29], AlGaAs microring [30], diamond microring [31] (bottom)

solution [18]. Furthermore, combiningwith plasmonic resonances andmode-locking
techniques, the sensitivity of WGM microresonaters has been improved to single
biomolecules [19] and even single atomic ions [20] level. The rapid progress in
microcavity sensing based on linear mechanisms has been summarized in several
recent reviews [21–23].

On the other hand, owing to their high Q factors, WGM microcavities serve
as ideal platforms for studying nonlinear optical effects. Efficient nonlinear inter-
action allows the observation of rich phenomena, including low threshold Raman
and Brillouin lasing [32–34], harmonic generation [35, 36], spontaneous symme-
try breaking [37], nonreciprocal light transmission [38, 39], and optical frequency
comb generation [40, 41]. The nonlinear processes can produce new optical signals
at Different from evanescent sensors operating at the linear sensing regime, such as
microcavity and nanowaveguide sensors [16, 42, 43], the nonlinear processes may
produce new optical frequencies away from the excitation beam, which can sig-
nificantly enhance the signal-to-noise ratio. Moreover, nonlinear effects introduced
by the molecules themselves are often associated with unique spectral fingerprints,
such as the identification of molecular vibrational modes in Raman spectroscopy
(Fig. 3.3), which is useful for specific identification of nanoparticles and molecules
in complex media. In this chapter, we start with a brief introduction of the nonlinear
processes within optical microcavities that are actively involved in nanoparticle and
biochemical sensing, followed by a detailed discussion of the emerging nonlinear

Fig. 3.3 Schematic of nonlinear molecular sensing with WGM microcavity
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sensing applications towards few- and single-molecule detection, identification, and
precision measurements.

3.2 Nonlinear Optical Processes in Microcavities

Under electromagnetic excitation, the polarization of an optical material can be
expressed as [44]

P = ε0(χ
(1)E + χ(2)EE + χ(3)EEE +· · ·) (3.1)

where ε0 is the vacuum permittivity, E is the electric field, and χ(n) represents the
nth order susceptibility. With a strong excitation, the material itself is changed by
the electromagnetic field, leading to optical nonlinearity. Nonlinearity can either
modify the optical response at the same wavelength such as Kerr effect or generate
photons at different frequencies from the excitation such as harmonic generation.
Efficient nonlinear conversion of the optic signal requires the conservation of both
the energies and momentum of all quasiparticles involved, which is termed as the
phase matching condition [45–47]. Therefore, careful dispersion engineering may
be necessary to achieve high nonlinear efficiency, especially for processes spanning
a large frequency range.

3.2.1 Raman and Brillouin Scattering

Raman and Brillouin scattering processes are amongst the most extensively studied
nonlinear optical effects because they can be observed at any excitation wavelengths,
at modest power, and with broad types of analytes. As third order nonlinear effects,
they arise from inelastic scattering processes between photons and the vibrations
of the medium. During the scattering process, a photon loses or gains energy from
the vibrational modes, creating Stokes or anti-Stokes side-bands separated from the
excitation by the phonon frequencies (Fig. 3.4a).

Stokes Anti-StokesRayleigh

virtual states
Cavity 
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Raman

PumpStokes
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Anti-Stokes

Optical 
phonon

Acoustic 
phonon

E

k

Raman
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(a) (b) (c)

Fig. 3.4 Raman and Brillouin scattering in microcavities. a Energy diagram of the elastic and
inelastic scattering processes. b Different phonon branches involved in the Raman and Brillouin
scattering. (c) Cavity enhancement of the Raman scattering of the initial and final states
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Raman scattering resulted from the scattering between photons and optical
phonons,which have relatively high phonon energy and near-zeromomentum.On the
other hand, Brillouin scattering corresponds to the scattering with acoustic phonons,
or equivalently, sound wave of the medium, hence the scattering-induced energy
shift is much smaller (Fig. 3.4b). As mentioned earlier, the phase-matching condition
requires both energy and momentum conservation during the scattering process. The
optical phonon branch is quite flat, hence the phase-matching condition can be readily
satisfied by phonons with momentum spanning a broad range. In contrast, the acous-
tic phonons have nearly linear dispersion with a constant momentum, thus careful
engineering of the phase-matching condition is critical for efficient Brillouin scat-
tering to take place. In WGM microcavities, specifically, each (unperturbed) mode
is two-fold degenerate with clock-wise and counterclock-wise propagation direc-
tion, respectively. Brillouin scattering occurs in two configurations, i.e., the forward
scattering that couples the two co-propagating modes, and the backward scattering
that couples the two counter-propagating modes. Each processes, fulfilling different
phase matching conditions, occurs at a particular frequency with a narrow bandwidth
(Fig. 3.4b).

The Stokes scattering rate can be expressed as ρ = GsNp(Ns + 1), in which Gs

is the Raman/Brillouin gain coefficient that is proportional to the corresponding χ(3)

and cavity configuration, Np and Ns denotes the mean photon numbers of the pump
and the Stokes field, respectively [44]. Analogous to the Einstein coefficients in the
linear regime, elastic scattering manifests spontaneous and stimulated processes.
With Ns � 1, spontaneous scattering dominates, where the Stokes scattering rate
is proportional to the pump field. This is the case for most free-space Raman spec-
troscopy. Stimulated scattering starts to become significant when Ns∼1, leading to
Raman/Brillouin gain and superlinearly increased intensity. Lasing action is initiated
when the gain fully compensates the system loss.

In optical cavities and resonators, Raman/Brillouin scattering processes can be
greatly enhanced by both enhancing the pump beam and increasing the final density
of states of the scattered states. (Fig. 3.4c). In plasmonic nanoresonators (see also
Chaps. 2 and 5), the overall enhancement can reach 108–1010 [48, 49]. In ultrahigh-
Q optical microcavities, comparable enhancement has been theoretically predicted
under double-resonance conditions [50, 51], while up to 104 enhancement has been
reported in experiment [52]. On the other hand, ultrahigh-Q microcavities are ideal
platforms for Raman and Brillouin lasers and applications. A silicaWGMmicrocav-
ity with 107 quality factor can support Raman lasers with sub-miliwatts threshold
under continuous wave (CW) operation [53].

Useful spectroscopy technique have also been developed at the anti-Stokes side of
the scattering spectrum. Coherent anti-Stokes Raman scattering (CARS) is a coher-
ent four wave mixing processes (discussed in more details in Sect. 3.2.3) that is
widely applied in biochemical sensing. In this process, a pump laser at ω0 and a
Stokes laser at ωs interact in the nonlinear analyte, generating an anti-Stokes signal
at (2ω0 − ωs). When the difference between the pump and the Stokes beam matches
the vibrationalmodes of the analyte, theCARSprocess is resonantly enhanced. Com-
pared with the relatively weak spontaneous Raman scattering, coherent CARS is

http://dx.doi.org/10.1007/978-3-030-90339-8_2
http://dx.doi.org/10.1007/978-3-030-90339-8_5
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much more efficient, while the analytes are virtually unperturbed during the process.
These advantages make it suitable in biochemical sensing and imaging. However, the
trade-off is that two lasers fulfilling the phase matching condition are required in the
measurement. On the other hand, stimulated anti-Stokes Raman scattering (ASRS)
can be generated with one pump beam. This pump beam excite Stokes photons in the
medium, which then interact with the pump to produce a coherent anti-Stokes signal.

As a brief summary, arising from the photon-phonon interaction, Raman/Brillouin
spectroscopy is an important tool to identify vibrational modes of the analyte
molecules. In sensing, it can reveal spectral fingerprinting of the analyte molecules
interacting with the evanescent field of the cavity, which is hidden in linear sensing
methods. Moreover, Raman and Brillouin lasers exhibits narrow linewidths com-
pared to passive microcavity modes, which can be utilized in sensing devices with
enhanced sensitivity and lower detection limit. We will discuss these two sensing
schemes in Sects. 3.3.1–3.3.3, respectively.

3.2.2 Sum Frequency and Harmonic Generation

Sum frequency generation (SFG) refers to the process in which several photons
interact with the nonlinear media and convert into one photon. Specifically, in a nth
order nonlinear process, �ω1 + �ω2 +· · · + �ωn−1→�ωn . Particularly, when identi-
cal photons converts into one photonwithmultiplied frequency, the process is termed
as harmonic generation. Second and third harmonic generations (SHG and THG) are
the most widely observed harmonic generation processes, belonging to the second
and third order nonlinear effect, respectively. These two processes can be expressed
as [44]

P (2)(2ω) = 2ε0χ(2)(2ω;ω;ω)E(ω)E(ω), (3.2)

P (3)(3ω) = 6ε0χ(3)(3ω;ω;ω;ω)E(ω)E(ω)E(ω), (3.3)

respectively. The process is enabled via interaction between photons and the virtual
energy states of the nonlinear medium, as seen in Fig. 3.5a. When the fundamental or

Fig. 3.5 Sum frequency and
Harmonic generation. a
Energy diagram of SHG and
THG. b Surface SHG in
WGM microcavities via
symmetry-breaking-induced
nonlinearity.Adapted with
permission from Ref. [35]
Copyright 2019 Springer
Nature
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harmonic photonmatches a transition between real states, the nonlinear susceptibility
is resonantly enhanced.

Sum frequency and harmonic generation processes serve as invaluable tools in
sensing applications due to their sensitivity to structural symmetry. Especially, even
order susceptibilities vanishes within materials possessing inversion symmetry, even
order processes can thus be exploited to probe surface properties, detect analytes
with broken inversion symmetry, and to characterize the structure of the analytes.
Recently, in silica WGM microcavities, strong surface SHG has been observed due
to structural symmetry breaking and cavity enhancement on both the fundamental
and SHG fields (Fig. 3.5b) [35], demonstrating the feasibility of efficiently detecting
harmonic generation in these systems. Efforts have been devoted in WGM SHG or
THG sensors targeting thin layers of organic molecules coated on the cavity surface
[36, 54]. Organic molecules can possess large nonlinear susceptibilities, making
sum frequency and harmonic generation a efficacious tool that is able to sense small
quantities of molecules. We will discuss these recent advances in Sect. 3.4.

3.2.3 Four-Wave Mixing (FWM) and Optical Frequency
Combs

Four-wave mixing (FWM) is a third order nonlinear effect involving four photons.
Frequently observed FMWprocesses induces the conversion of two photons into two
new photons at shifted frequency, or three photons converted to one. The CARS and
THG introduced in Sects. 3.2.1 and 3.2.2 are among typical FWMprocesses observed
in optical microcavities. In this section, we focus on degenerate and nondegenerate
FWMand their applications in optical frequency combgeneration. In these processes,
two photons interact with the nonlinear medium and subsequently produce two new
photons, defined as the signal and idler photons, respectively. The process is termed
as degenerate FWM if the two pump photons are identical, otherwise it is termed as
nondegenerate FWM, as presented in Fig. 3.6a. As a third order nonlinear process, its
occurrence is not constrained by the structural inversion symmetry, hence it is allowed
in most optical materials including SiO2, SiNx , and Si. It serves as one of the most
commonly observedmechanisms for generating light with new frequencies in optical
microcavities, and in particular, it leads to the generation of optical frequency combs.

Optical frequency combs, and especially, dissipative Kerr solitons (DKSs) are
cascaded nonlinear effects occurring in high Q WGM microcavities generally pro-
moted by FWM [40, 41]. DKSs are broadband, coherent waveforms with precisely
equidistant frequency lines, which emerge as a promising tool for ultrafast ranging
[55, 56], optical atomic clock [57], and molecular spectroscopy [58–60]. The forma-
tion of DKS is enabled by a delicate balance between nonlinearity and dispersion, as
well as loss and gain. DKS formation is generally enabled by scanning a laser across
a cavity mode from the blue detuned side to the red detuned side. It starts with inco-
herent and continuous frequency comb (modulational instability comb, MI comb)
generation through degenerate FWM of the pump beam, followed by nondegenerate
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Fig. 3.6 Dissipative Kerr
solitons in WGM
microcavities. a Frequency
comb generation through
degenerate and
nondegenerate four wave
mixing. b The MI comb and
soliton formation during the
pump scanning across a
cavity mode. c The single
DKS spectrum in the
frequency and time domain

FWM from the comb teeth, as shown in Fig. 3.6a. MI combs are not phase-locked,
exhibiting noisy and chaotic temporal oscillations as observed in their energy spec-
trum (Fig. 3.6b). Around the point at which the effective detuning changes from blue
to red and with a proper pump intensity, the output signal experiences a sudden drop
of its noise, characterizing the entering of the phase-locked, pulsed DKS states. A
serials of steps with equal heights may be observed in this state, resulting from dif-
ferent numbers of DKSs formed in the system. The single DKS state manifests an
envelop of the sech2 function, with equidistant comb teeth corresponding to the FSR
of the microcavity. More detailed description of DKSs formation in WGM can be
found in Ref. [41].

Here, we focus on the application of microcavity DKSs for molecular spec-
troscopy. This novel light source has enabled fast, on-chip spectrometers with ultra-
high precision. Different measurement schemes and their figures of merit will be
discussed in Sect. 3.5.

3.3 Molecular Sensing Based on WGM Raman
Spectroscopy

3.3.1 Surface Enhanced Raman Spectroscopy

As a distinguished platform for nanoparticle detection with single-molecule sensi-
tivity, WGM sensors generally operate in the linear light-matter interaction regime,
which measures the linear polarizability of nanoparticles entering the evanescent
field of WGM cavity. In order to specifically identify molecules, extra chemical
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functionalization on cavity surface is required to bind analyte molecules with recep-
tor molecules with a high specification and selectivity. Therefore, the specificity of
WGM microsensor mainly relies on the chemical composition and functionaliza-
tion of the device. On the contrary, Raman spectroscopy provides a powerful way
for specificity identification without receptor molecules via the molecular finger-
prints, i.e., their vibrational modes. Hence, surface enhanced Raman spectroscopy
(SERS), and cavity enhanced Raman spectroscopy (CERS) in WGM microcavities
have attracted considerable interests in the past decades.

Conventional plasmonic SERS techniques are based on noblemetal nanoparticles,
whileRaman sensors could bemore biocompatible relyingondielectricWGMmicro-
cavities. For examples, the heating effects are negligible because the low absorption
of dielectric materials and the low excitation powers benefiting from high Q factors.
Moreover, all-dielectric sensors are more robust against harsh electrochemical con-
ditions, in which metals would be attacked to shift plasmonic resonances. Distinct
from plasmonic SERS techniques that enhance both the pump and the Raman fields
simultaneously in a broadband plasmonic resonance, WGM microcavities exhibit
many opticalmodeswith ultra-narrowbandwidths determined by ultrahighQ factors.
Therefore, Raman enhancement in WGM microresonators relies on the resonance
conditions and field overlapping at both the excitation and the Stokes wavelengths.

In 2008, Ausman and Schatz [50] firstly built the formulas of WGM enhanced
Raman scattering based on the Lorentz-Mie theory. In their theory, a microsphere
with radii of 5–20µm is illuminated by a plane wave light field to calculate the field
enhancement at the pump frequency in the visible wavelength range. The Raman
emission is investigated by calculating the far-field radiation intensity of a dipolar
emitter located at the cavity surface. As compared to a free-space excitation of the
same point dipole, an enhancement factor of 103–104 is obtained for an analyte
located on the WGM hotspot when the pump light is enhanced by the cavity reso-
nance. When both the pump and Stokes-shifted Raman peaks are in resonance, the
Raman enhancement increases to 108. Then, the theory was soon been exploited in
several experimental works. In 2010, Anderson [61] experimentally explored SERS
in silica spheres with diameters of 5–10µm with molecular films, and an enhance-
ment factor as high as 103 was obtained for two touchingmicrospheres. Later, Raman
sensing of solution and gas was also demonstrated by using SiO2-TiO2 core-shell
microspheres. Since the TiO2 shell has a higher refractive index, the WGM was
excited in a TiO2 shell so that the electric field is tightly confined [62, 63]. With self-
assembled and multi-stacked core-shell microspheres allowing for large area detec-
tion, an overall enhancement up to 140-fold was experimentally observed (Fig. 3.7).

Efforts towards few- and single- particle sensing have been devoted to enhancing
the signal-to-noise ratio, via optimizing the sensing scheme and parameters. Limited
by fabrication techniques, the early progresses in WGM Raman sensing mainly uti-
lize microspheres with moderate Q, and conventional Raman spectroscopy system
equipped with free-space illumination and collection geometry. More recently, with
the rapid development of microcavity fabrication and coupling techniques, SERS
could be further enhanced by evanescently-coupled ultrahigh-Q WGM microres-
onators. While ultrahigh-Q microcavities could enhance intracavity power by sev-



106 W. Liu et al.

Fig. 3.7 Raman spectra of
CO2 adsorbed onto
SiO2-TiO2 core-shell
microspheres and TiO2
substrate. Adapted with
permission from Ref. [62].
Copyright The Royal Society
of Chemistry 2016
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eral orders of magnitude, the most efficient methods to excite these WGM modes
are evanescent coupling schemes utilizing optical fibers taper, on-chip waveguide,
and prism, due to the momentum mismatch between the WGMs and photons in
vacuum. These near-field coupling approach can reach up to near 100% coupling
efficiency, hence greatly improve the signal-to-noise ratio. Therefore, it opens an
avenue to Raman detection towards single-nanoparticle/molecule level with optical
WGM microcavity. In 2015, Liu et al. [51] theoretically investigated the Raman
enhancement from a single nanoparticle on an ultrahigh-Q WGM microcavity cou-
pled with a tapered fiber.

In that work, both the pump and Stokes fields are assumed to be in resonance with
the cavity modes. Through the Maxwell nonlinear equation and under the slowly
varying envelop approximation, the rate equations of the spontaneous Raman scat-
tering processes in a WGM cavity can be written as [44]

dNs

dt
= −κs Ns + gs Np (3.4)

and the Raman yield

Y = Ps
Pin

= 2κs,1κp,1gs
κsκ2

p

(3.5)

Here Ns and Np are the mean photon numbers of the Stokes and pump fields, κs and
κp are their dissipation rates, respectively. gs is the Raman gain coefficient of the
nanoparticle proportional to Im(χ(3))/VR with Vr representing the mode volume. Ps
and Pin are the collected Raman power and input pump power, and κs,1 and κp,1 are
the taper-cavity coupling rate of the cavity mode corresponding to the Stokes and
pump fields (Fig. 3.8a).

The total dissipation rate of eachmode is composed of three parts; the intrinsic cav-
ity loss, the taper-cavity coupling rate, and the loss induced by theRayleigh scattering
of the nanoparticle. The Rayleigh scattering of the nanoparticle lifts the degeneracy
of the counterpropagating clockwise and anti-clockwise WGMmodes, forming two
standing waves, i.e., the symmetric mode with the nanoparticle at the anti-node and
the anti-symmetric mode with the nanoparticle at the node, respectively. Therefore,
only the symmetric mode interacts with the nanoparticle, and its loss rate is modified
to κi = κi,r + κi,0 + κi,1. Here κi,0 and κi,1 are the intrinsic cavity loss and the taper-
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(a) (b)

(c) (d)

Fig. 3.8 Single particleRaman spectroscopy inWGMmicrosensors.aThe illustration of a nanopar-
ticle interactingwith theWGMRaman sensor.bTheRaman yield as a function of the particle radius.
Y1: the Raman yield when the scattering loss is neglected. Y2 the Raman yield when the scattering
loss is dominated. c the Raman yield as a function of cavity intrinsic quality factor and particle
radius. d The detection limit as a function of detector dark count with different microcavity quality
factors. Adapted with permission from Ref. [51]. Copyright 2015 American Physical Society

cavity coupling rate, respectively, while κi,r denotes the Rayleigh scattering induced
loss. The Raman yield exhibits a nonmonotonic dependence on particle size, and
reaches the maximum when the Rayleigh scattering loss is comparable to the intrin-
sic cavity loss (Fig. 3.8b). The Raman signal also strongly depends on the intrinsic
quality factor of the microcavity. Specifically, when the strongest Raman signal is
generated, the particle radius is proportional to Q−1/6, resulting from the reduced
Rayleigh scattering cross section of smaller particle sizes, as shown in Fig. 3.8c.
The detection limit is then derived as a function of the intrinsic quality factor of the
microcavity. Unlike optical sensors based on linear response, Raman sensors detect
Raman scattering away from the pump frequency, and hence are insensitive to the
noise of the pump beam and thermorefractive fluctuations. Therefore, the detection
limit of a Raman microcavity sensor depends mainly on the dark count rate of the
photodetector. As demonstrated in previous discussions, a higher cavity quality factor
results in a higher Raman signal and hence a lower detection limit, which is quan-
titatively estimated in Fig. 3.8d. For example, a single nanoparticle with a diameter
down to 30nm may be detectable with Q of 5 × 108. This value is comparable to
linear microcavity sensors based on mode splitting.

In 2018, Huang et al. experimentally observed enhanced Raman scattering from
rhodamine 6G molecules coated on silica microspheres with an ultrahigh-Q of 2 ×
107 by a fiber-coupling scheme and mode-locking technique, as shown in Fig. 3.9a
[52]. In contrast to earlier approaches relying on far-field excitation, in this work,
more than 99% of the pump light could be coupled into a single WGM by a tapered
fiber to exciteRaman signal ofmoleculeswith high efficiency. It allows for a thorough
experimental study of the Raman enhancement by the WGM mechanism. A total
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Fig. 3.9 Cavity enhancedRaman spectroscopy in aWGMmicrosphere coatedwithR6Gmolecules.
Adapted with permission from Ref. [52]. Copyright 2018 The Optical Society

Fiber taper
or waveguide

Glass capillary
Sample

Laser 
light

Ring resonator

~100 µm

WGM field 
profile

Ag nanocluster

µ

2200

2600

3000

3400

C
ou

nt
s 

pe
r 

m
in

ut
e

1100            1300 1500  1700

Wavenumber (cm  )-1

~
13

10
 c

m
-1

~
13

60
 c

m
-1

~
15

10
 c

m
-1

(a) (b)

Fig. 3.10 SERS in liquid core ring resonators decorated by Ag nanoclusters. a Schematic of the
experimental setup. b Raman spectrum for 33 nM R6G in Ag colloid. Adapted with permission
from Ref. [64]. Copyright 2007 The Optical Society

Raman enhancement factor of 1.4 × 104 was observed experimentally compared
with free-space excitation. Within this, a minor factor of 1.134 can be attributed to
Purcell enhancement at stokes wavelength matching WGMS, while the remaining
1.2 × 104 attributed to the pump enhancement at the WGM resonance.

Analogous to microcavity sensors in the linear regime, the combination of dielec-
tricWGMmicrocavities with plasmonic nanoparticles could enhance the Raman sig-
nals further formolecular specificity identification. For example, in 2007,White et al.
developed a Raman-based sensor in a optofluidic ring resonator (Fig. 3.10) [64]. The
device is composed of a glass capillary to move the sample past the optical ring res-
onator, which is present in the circumference of the glass capillarywall. Ag nanoclus-
ters andmolecules of interest that sent through themicrofluidic channel can be excited
by theWGMmode, enabling Raman detection of a few hundreds of R6Gmolecules.

3.3.2 Stimulated Raman and Stimulated Anti-Stokes Raman
spectroscopy

In the previous section, we mainly discussed Raman spectroscopy based on surface
enhanced spontaneous scattering. As spontaneous scattering is intrinsically weak,
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Fig. 3.11 Raman lasing from WGM microcavity coated with monolayer molecule. a Illustration
of experimental scheme. b Scanning electron microscope image of the WGM microcavity. c–e
Representative Raman emission spectral from three different molecular coatings c OH, d MS, and
e DMS. Adapted with permission from Ref. [54]. Copyright 2017 Springer Nature

it requires careful optimization to enhance the signal-to-noise ratio. In this section,
we explore coherent Raman processes and their potential applications in molecu-
lar spectroscopy. In these coherent nonlinear processes, the photons scattered from
the analyte add up coherently and their flux increases superlinearly with the pump
power, resulting in strong spectral lineswith narrow linewidth. State-of-the-art exper-
iments have reported Raman lasing with a monolayer of molecules, demonstrating
the potential to detect a small number of, or single, molecules in experiment.

Recently, Shen et al. successfully realized stimulatedRaman scattering andRaman
lasing with monolayer organic molecules bounded on the silica toroidal microcav-
ity, as presented in Fig. 3.11 [54]. Careful surface modification was implemented to
enhance the Raman signal and achieve the lasing threshold, in which the polarization
of molecules was aligned to the WGM resonance. Three different monolayer func-
tionalized groupswere studied; the hydroxyl (OH) layer intrinsic to the silica surface,
as well as the organic methylsiloxane (MS) and dimethylsiloxane (DMS) molecular
monolayers. Raman lasing was achieved with low threshold of 200µW. A relevant
but different experiment was carried out in similar molecule-coated microspheres
[65], in which lower threshold parametric oscillation was observed, demonstrating
an alternative approach for nonlinear molecular sensing.

From the anti-Stokes side of the spectrum, Soltani et al. reported SARS from
a hybrid system composed of WGM microcavities coated with Au nanorods that
are functionalized by Polyethylene Glycol (PEG) [66]. The hybrid system produces
efficient SARS scattering when it is pumped by a laser beam (Fig. 3.12). The strong
SARS emission is attributed to the high χ(3) of the PEGylated Au nanorod. Although
more thorough investigation may be needed to further understand and optimize the
device for sensing applications, the current observation indicates that it may be
possible to exploit the coherent anti-Stokes spectrum for few- and single molecule
sensing and spectroscopy.

In the two sections above, we discussed Raman molecular spectroscopy in WGM
microcavity sensors with both spontaneous and stimulated scattering. The experi-
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Fig. 3.12 Stimulated anti-Stokes Raman emission spectrum from PEGylated Au nanorod coated
WGMmicrosphere. Inset: Schematic of the device. Adapted with permission from Ref. [66]. Copy-
right 2018 American Chemical Society

Table 3.1 Selected experimental results of Raman spectroscopy in WGM microcavities

References Microcavity Analytes Q factor Enhancement
factor

Shen et al. [54] Taper coupled silica
microtoroid

Monolayer MS and
DMS

>107 −

Huang et al. [52] Taper coupled silica
microsphere

Nanometer-thick
R6G molecule film

2 × 107 1.4 × 104

Bontempi et al.
[62]

SiO2-TiO2
core-shell
microspheres

Environmental
CO2

− 140

Alessandri [63] SiO2-TiO2
core-shell
microspheres

Methylene blue − 10–100

Anderson [61] Silica microspheres Molecular films − 103

White et al. [64] Optical microfluidic
ring resonator

400 pM R6G with
Ag colloid

>106 −

mental parameters of the state-of-the-art WGM Raman sensors are summarized in
Table3.1.

Despite the rapid experimental progress, several challenges need to be overcome
to further enhance the Raman efficiency towards single molecule detection. Specifi-
cally, double resonance at both the pump and Raman wavelength is required to push
the detection limit to the single-molecular level, as predicted by the theoreticalmodel.
In particular, for coherent anti-Stokes processes, the phase matching condition needs
to be fulfilled. Moreover, although a high enhancement factor can be achieved due to
the high Q-factor, the overall Raman enhancement may be limited if the linewidth of
the WGMmode is much narrower than that of the Raman peak. Hence, to overcome
these limitations and further improve sensitivity, the microcavity material, geometry,
and measurement schemes should be carefully optimized. Optoplasmonic microcav-
ities may be exploited, analogous to single molecule detectors in the linear optical
regime, as discussed in Chap.2, to enhance the light-matter interactions.With further
improvement, combining microcavity based single-nanoparticle/molecule Raman

http://dx.doi.org/10.1007/978-3-030-90339-8_2
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spectroscopy and ultrasensitive linear WGM sensing scheme is promising to achieve
real-time, label-free nanoparticle/molecule counting and identification.

3.3.3 Stimulated Scattering Based Sensitivity Enhancement

The sensitivity of microcavity based sensors is highly dependent on the spectral
linewidth of WGM mode in the linear regime. Stimulated nonlinear processes can
be introduced to act as an intrinsic gain mechanism to compensate the loss of micro-
cavities, and thus reduce the mode linewidth and further lower the detection limit.
In 2014, Özdemir et al. [67] and Li et al. [53] used mode splitting of Raman laser to
detect single particle with the detection limit of 10nm.

The initially degenerate clockwise and counterclockwise propagating modes are
coupled via backscattering derived from the nanoparticle at the WGM cavity sur-
face. Once the coupling exceeds the loss rate in the system, the mode splitting can
be observed. When the pumping power is higher than the Raman lasing threshold
(Fig. 3.13a), the two split modes generate a beat oscillation in the time domain that
the beatnote frequency corresponds to the mode splitting, as shown in Fig. 3.13b. By
monitoring the beatnote frequency change, the number of single particles attached
onto the microcavity can be detected in real-time (Fig. 3.13c, d). In these studies,
the Raman gain significantly compensates the intrinsic microcavity loss, allowing

Fig. 3.13 Split-mode Raman laser based single particle detection. a Schematic of the experiment
and Raman lasing spectrum. bBeatnote generated by the interference between the split mode lasers.
c Beat frequency as a function of the number of nanoparticles attached onto the microcavity sensor.
d Beat frequency as a function of time. Adapted with permission from Ref. [53]. Copyright 2014
National Academy of Sciences
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the emerging of mode splitting that is otherwise absent in the linear regime, hence
effectively lowered the detection limit. On the other hand, the beatnote between
the two supermodes provides an observable that allows real-time monitoring of the
minor changes in the mode splitting. Compared to conventional stimulated emission
and lasing processes, the intrinsic gain mechanism of stimulated Raman scattering
does not need to introduce external gain such as rare-earth ion [68], and also oper-
ate at arbitrary wavelengths. An Analogous sensing scheme has been demonstrated
with stimulated Brillouin scattering. Yao et al. reported gas detection via graphene
enhanced stimulated Brillouin scattering in a microfluidic resonator [69]. A layer of
nm-thick reduced graphene oxide (rGO) film was deposited onto the inner surface of
the microfluidic resonator, whose Brillouin Stokes shifts changes by the molecular
adsorption induced surface elastic modulation. Such a change is monitored by the
beatnote frequency change between the pump and the Stokes beam, in which the
sensitivity reached 200 kHz/ppm in ammonia gas detection.

Besides molecular sensing, the enhancement scheme can be applied in detecting
and measuring other physical quantities. For example, stimulated Brillouin scat-
tering has been exploited to develop sensitive optical sensors such as microcavity
gyroscopes. In these structures, when the sensor rotates, the counter-propagating
Brillouin lasers exhibit different frequency shifts arising from the Sagnac effect, and
thus the rotation rate can be detected by the heterodyne beatnotes [70, 71].

3.4 Surface Enhanced Harmonic and Sum Frequency
Generation for Molecular Sensing

Harmonic generation can be significantly enhanced in high-Q microcavities by res-
onantly enhancing the fundamental pump light, the harmonic light, or both, given
that the phase-matching condition is satisfied. In microcavities made of low nonlin-
earity materials such as silica, sensing based on second or higher order harmonic
signals can be advantageous for detecting analytes with high nonlinear suscepti-
bilities. Especially, as a second order process, SHG can only be significant at the
microcavity surface due to the presence of inversion symmetry in the microcavity
bulk [35], which is sensitive in probingmolecules adsorbed onto the microcavity sur-
face. In 2008, Xu et al. theoretically proposed efficient parametric down conversion,
i.e., the inverse process of second order SFG, from a silica microsphere coated with
nonlinear molecules [72], opening up the possibility of utilizing such a scheme in
molecular sensing. Experimentally, Dominguez-Juarez et al. [73] have reported SHG
sensing of molecules adsorbed onto a WGMmicrocavity with detection limit as low
as 50–100 molecules, a density requirement that is 104 times lower than on a flat sur-
face (Fig. 3.14). Due to the dispersion of the material and the geometrical structure,
the effective refractive index neff at the fundamental and harmonic wavelengths are
different, leading to phase mismatch. The periodic grating patterned onto the surface
of the microcavity introduces an additional wave vector kgrating that compensates
such mismatch, which is generally termed as quasi-phase matching. Quantitatively,
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(a) (b)

w/ grating

w/o grating

Fig. 3.14 Molecular sensing by SHG in WGMmicrocavity sensor. a SH intensity as a function of
molecule concentration with and without grating. Inset: SEM image of the microcavity patterned
with periodic grating. b Second harmonic generation as a function of half the wavelength of the
fundamental wave when the coating solution was 2.5 × 10−4 M (green dots) and when the coating
solution was 5 × 10−9 M (red dots), and their corresponding phase matching condition. Phase
matching is evaluated by Experimental domain width minus the calculated coherence length at the
equator as a function of half the wavelength of the fundamental wave. The inset shows an enlarged
view of the red dotted curve. Adapted with permission from Ref. [73]. Copyright 2011 Springer
Nature, licensed under a Creative Commons Attribution (CCBY) license: https://creativecommons.
org/licenses/

Fig. 3.15 THG and SFG in microspheres coated with organic molecules. a Schematic of the
experimental setup. b Measured TH spectrum (green) and infrared pump spectrum (black). Inset:
Scattering CCD image of the TH signal. cReal-space image of SFG at 539.2, 583.0, and 601.9nm. d
Measured spectra of Raman-scattering-assisted SFG.One pump photon (ω1) and twoRaman Stokes
photons (ωR) are annihilated to create a visible photon (ω2). e Measured spectra of parametric-
oscillation-assisted SFG. Two pump photons (ω1) and one parametric photon (ωpp) create a visible
photon (ω2). Adapted with permission from Ref. [36]. Copyright 2019 American Physical Society

at a particular fundamental wavelength where the quasi-phase-matching condition
is reached (dip of the solid curves in Fig. 3.14b), the SH intensity exhibits a sharp
enhancement.

The potential of molecular sensing with THG has also been demonstrated by
Chen et al. [36], exploiting the large third order susceptibility of organic molecules,
as presented in Fig. 3.15. In that work, a microsphere resonator was coated with a

https://creativecommons.org/licenses/
https://creativecommons.org/licenses/
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thin layer of DSP organic molecules, as shown in Fig. 3.15a. THG and SFG were
investigated with a fundamental pump beam near 1550nm. With the DSP coating,
bright TH and SF signals were observed (Fig. 3.15c), and were enhanced by 4-orders
of magnitude compared with a bare silica microsphere, implying that the TH and SF
signal may serve as an effective tool for molecular detection.

3.5 High Precision Molecular Spectroscopy Based on
Microcavity Frequency Combs

Dissipative Kerr solitons (DKSs), consisted of equidistant laser lines, have revo-
lutionized precision measurements of time and frequency, leading to applications
such as optical clocks, metrology and spectroscopy. Especially, microcavity based
frequency combs provide a compact and chip-scale platform to real-time identifi-
cation of molecular fingerprints with high spectral resolution. In general, DKSs,
serving as broadband coherent light sources, can be used to detect the absorption
spectrum, Raman spectrum and other spectral responses of the analyte with comb
lines of extremely accurate frequencies. Among various spectroscopy configurations
with optical frequency combs (reviewed in detail in Ref. [60]), microcavity-based
dual-comb spectroscopy attracts the highest interest in the past five years due to the
miniature size and fast measurement speed over a broad spectral ranges. A typical
microcavity-based dual-comb spectrometer consists of two microresonators that can
generate two optical frequency combs with slightly different repetition frequency
� frep, as presented in Fig. 3.16a. A frequency comb with repetition frequency frep
interrogates the sample and beats on a single fast photodiode with a reference comb
with repetition frequency frep + � frep. The interference signal between the two

Fig. 3.16 Precision molecular measurement based on Dual-comb spectroscopy. a Schematic of
dual-comb spectroscopy. b Experimentally obtained soliton spectra from two WGM cavities with
slightly different repetition frequencies. c The RF comb resulted from the interference between the
two optical combs in (b). d Measured absorption spectrum of H13CN in the 2ν3 band. b–d are
adapted with permission from Ref. [58]. Copyright 2016 AAAS
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combs is then recorded as a function of time and Fourier transformed into a radio-
frequency (RF) comb with the repetition frequency � frep. Therefore, the optical
spectral features are down-converted to the RF domain, thus allowing direct mea-
surement of the analyte (i.e. absorption) spectrum using mature electrical detectors
with high sensitivity and fast acquisition rate.

Microcavity-based dual-comb spectroscopy was first reported by Suh et al. in
2016, to reveal absorption spectrum of the H13CN gas (Fig. 3.16b–d) [58] at the
telecom wavelength range. In that work, two soliton combs with a small � frep of
2.6MHz were generated and stabilized in two silica microdisk resonators precisely
controlled by the fabrication process. Upon the interference between the two combs,
the absorption spectrum of the H13CN in the 2ν3 band was directly read out in the
electrical domain with a center frequency of 500MHz over 30 dB signal-to-noise-
ratio near central lines and with sub-millisecond acquisition time. Later, in 2018,
Yu et al. demonstrated a microcavity-based dual-comb spectrometer in the mid-
infrared domain [74], which is of vital importance to molecular fingerprinting, but
challenging using conventional spectrometers owing to the lack of sensitive, fastmid-
infrared detector arrays. Using twomutually coherentmode-locked frequency combs
spanning from 2.6 to 4.1 in two silicon microresonators, the absorption spectrum
of acetone spanning from 2900 to 3100nm is measured at 127-GHz resolution.
Thiswork extendsmicrocomb-based sensing applications to liquid/condensedmatter
phase studies.

Besides the dual-comb spectrometers, several methods have been explored to
simplify the device configurations and/or enhance their capability. For example, in
2019, Yang et al. reported a vernier spectrometer in a single WGM microresonator
(Fig. 3.17) [75]. In this scheme, two counter-propagating, mutually phase-locked
soliton combs with slightly different repetition frequency in a single high-Q silica

Fig. 3.17 Vernier spectrometer using DKS in microresonators. a The concept of the measurement.
Counterpropagating soliton frequency combs (red and blue) feature repetition rates that differ by
� fr , phase-locking at the comb line with index m = 0 and effective locking at m = N , thereby
setting up the vernier spectrometer. b Spectroscopy of H12CN gas. c Energy level diagram showing
transitions between ground state and 2ν1 levels. The measured and reference transition wave num-
bers are noted in red and blue, respectively. Adapted with permission from Ref. [75]. Copyright
2019 AAAS
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microresonator were utilized to implement a frequency vernier scale, which enables
rapid and broadband measurement of optical frequencies. The absorption spectrum
of H12CN was measured with exceptionally high precision by this vernier spec-
trometer. Also in a single high-Q WGM microcavity, direct frequency comb [76]
for performing high-precision atomic spectroscopy and stabilization, and frequency
comb spectroscopy combined with a low-resolution Fourier transform spectrometer
[77] have been demonstrated experimentally.

Comparedwith typicalmode-locked lasers, themicrocavity frequency combswith
high repetition frequencies up to 101–103 GHz are desirable in many aspects, includ-
ing the high detection speed scaling with the repetition frequency, the feasibility of
chip-scale integration, and ability to resolve adjacent comb teeth via conventional
spectral analyzers. However, the relatively large linespacing of a fixed microcomb
limits the spectral resolution of the spectrometer, making it challenging to resolve
narrow spectral features of the molecules of interest. Therefore, microcombs with
precise frequency and repetition rate control are highly demanded in practical spec-
troscopy applications. In order to overcome such challenge, several efforts have been
devoted, mainly by tuning the WGM resonances via the temperature control. Tem-
perature tuning of microcomb frequency was first reported by Yu et al., and 12.5%
of comb line spacing has been experimentally demonstrated with a bulk thermal
electric cooler [59]. Later, they develop an integrated microheaters on top of the
microresonator that can tune the comb tooth by over a full free spectral range for
both single- and dual-comb spectrometers [77, 78]. Besides comb frequency tun-
ing, temperature controlling of the microcavity resonance have shown to be able
to help the DKS initiation and stabilization for high resolution spectroscopy. Later
in 2020, Liu et al. [79] reported fast electrical tuning of the comb frequency up to
MHz bandwidth via applying piezoelectric components. Very recently, a microcomb
spectrometer with independent and simultaneous control of the comb frequency and
repetition rate was demonstrated by Stern et al. [76], and it was employed to accu-
rately resolve the hyperfine manifold of rubidium atoms. In that experiment, via the
Pound-Drever-Hall technique, the pump laser was locked to the WGM resonance
and fine tuned by the intracavity pump power, while the repetition rate was aligned
with a seeding frequency of the phase modulation of the pump laser. Therefore,
this configuration allow precise frequency control of each comb tooth suitable for
spectroscopy applications.

The major figure of merits of the state-of-the-art microcomb spectrometers are
presented in Table3.2.

Chip-scale microcombs have shown their extraordinary performances with great
robustness and tunability. However, several crucial challenges still hinder their prac-
tical spectroscopy applications, such as the lowmicrocomb efficiency and the limita-
tion of their workingwavelength range. Owing to the small temporal overlap between
the pulsed soliton state and the continuous pump light, the microcomb efficiency is
generally low. The efficiency could be enhanced by applying gain materials in micro-
cavities or exploiting dark solitons [41].Moreover, currentmicrocomb spectrometers
are mainly limited to near- or mid-infrared bands, however, it would be important to
extend their operation to the visible or even ultraviolet wavelength ranges, which is
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Table 3.2 Selected experimental demonstrations of microcomb based molecular spectroscopy

References Mechanism Frequency span
(THz)

Repetition
frequency (GHz)

Minimum
acquisition time

Stern et al. [76] Direct comb
spectroscopy

192–198 22 −

Yang et al. [75] Vernier
spectrometer

192–194 22 0.1 ps for laser
chirping rate
monitor

Yu et al. [78] Direct comb
spectroscopy

176–207 195 <2s with
200GHz
FSR-spanning
tuning

Yu et al. [74] Dual-comb
spectroscopy

73–115 127 78 ns

Dutt et al. [59] Dual-comb
spectroscopy

170–220 452 1.79 ns

Yu et al. [77] Direct comb
spectroscopy

76–124 127 −

Suh et al. [58] Dual-comb
spectroscopy

191–195 22 386 ns

crucial for the characterization of the electronic transitions of molecules and atoms.
Lately, Chen et al. demonstrated microcomb of more than two-octave span rang-
ing from 450 to 2000nm through both second- and third-order nonlinearities in a
deformed silica microcavity [80], holding great potential for unlocking the applica-
tions of microcomb spectroscopy in the visible band.

3.6 Emerging Sensing Methods via Other Nonlinear
Processes

In the past decade, sensing techniques have been rapidly developed by incorporating
rich nonlinear effects including photothermal effect and optomechanical interac-
tions. Measurements of effects enable comprehensive evaluation of various physical
quantities of the analytes, including temperature, optical susceptibility, mass, and
vibrational modes, opening up opportunities for multidimensional sensing and pre-
cision measurements.

Thermal-optical effect describes the phenomenon that the refractive indexofmate-
rial changes with the temperature change induced by light. Specifically, in microcav-
ity sensors, the heat due to absorption of the analytes can be dissipate into the cavity,
leading to power dependent resonance frequency shifts. Measurements of such shifts
have experimentally enabled detection of individual nanoparticles [81–83]. More-
over, this method may not only provide an alternative approach for molecular sens-
ing, but also be utilized for studying the thermodynamic and dissipative properties
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of molecules. Reported by Heylman et al. [81] in 2016, a WGM microtoroid was
able to be utilized as an ultrasensitive single nanoparticle absorption spectrometer.
In that work, a gold nanorod as the analyte was excited by a pump beam, while a
second off-resonance probe beamwas employed tomeasure the local refractive index
change by monitoring the shift of the cavity resonance. Ultrahigh sensitivity down to
�T ∼ 100 nK was enabled owing to the ultra-high Q factor of the cavity resonance
combined with the Pound-Drever-Hall locking technique. As a result, a minimum
detectable frequency shift as small 84Hz was successfully realized. An analogous
measurement scheme has later been demonstrated in an inverted excitation geometry,
with the pump beam delivered from the substrate of a microtoroid cavity [82]. This
alternation in the exprimental setup may be beneficial for optical integration and
sensing in microfluidics. Furthermore, in a same gold nanorod-microtoroid coupled
system, Pan et al. demonstrated simultaneous identification of scattering, absorp-
tion and transmission cross sections of the gold nanorod, by further combining the
aforementioned absorption measurements with the two-side transmission measure-
ment [83]. This experiment thus allowed the quantitative elucidation of all the energy
dissipation pathways of the coupled system.

Optomechanical oscillators (OMO) have found applications in high sensitivity
nanoparticle detection and precision measurements of force, mass, and accelera-
tions by utilizing the coupling between the mechanical vibration and optical modes.
In microcavities with simultaneous high-Q optical and mechanical modes, a tiny
nanoparticle adsorption is enough to perturb the mechanical oscillation, which can
be read-out by the modulation of the optical mode. Specifically, for single molecules
with mass much smaller than the OMO sensor, the adsorption of the analytes can
be viewed as adding a mass to the sensor, which leads to a redshift of the mechan-
ical mode. Through this effect, sub-pg single-molecule sensing has been realized
in microtoroid and microsphere OMA sensors [84, 85]. A detailed discussion on
optomechanical sensing can be found in Chap.5.

3.7 Conclusion and Outlook

To conclude, we have introduced commonly observed nonlinear effects in WGM
microcavities and their applications in nonlinear optical sensing focusing on single-
and few-molecule detection and precision measurement of atomic and molecular
spectra. Compared with evanescent sensors [16, 17, 42, 43, 86, 87] operated in
the linear optical regime, incorporating the rich nonlinear optical interactions greatly
extended the sensing functionalities, i.e. enabling spectral fingerprinting and specific
identification of nanoparticles and molecules, as well as precision measurements of
thermal and mechanical biomaterial properties. While this chapter mainly focus on
nanoparticle and molecule detection, nonlinear sensing can find widespread appli-
cations in diverse sensing fields such as optical ranging [55, 56] and quantum non-
demolition measurements [88]. While theoretical estimations prove their promise,
experimentally, the detection limit of nonlinear sensors should be further pushed
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3 Nonlinear Optical Microcavities Towards Single-Molecule Sensing 119

for single-molecule sensing, identification, and measurement. The accomplishment
of such target may require the cooperative efforts from different aspects, includ-
ing the development of high-quality factor microcavities made of high nonlinear-
ity materials, sophisticated dispersion engineering, and advanced measurement and
signal-to-noise ratio techniques [89].
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Part II
Optomechanical Sensing

Raman spectroscopy techniques are well developed to probe the mechanical vibra-
tions of biological media. Combined with plasmonic nanoparticles, they allow vibra-
tions sensing down to the single-molecule sensing. Surface enhanced Raman scat-
tering (SERS) in particular is powerful tool that allows both fundamental studies of
biomolecular interactions and the unlabeled detection of low-abundance biomarkers
associated with specific diseases. However, Raman spectroscopy is well treated in a
number of existing textbooks1. In this book we instead focus on two new areas of
optomechanical sensing; the first using a mechanical resonator that is coupled to an
optical cavity to detect the presence of single biomolecules, and the second using
quantum optics theories to build a new understanding of SERS and of the new area
of molecular optomechanics, where an optical nanocavity is used to both enhance
and control the light-molecule interaction.

In Chap. 4 the authors show that the mechanical resonances of an optical whisper-
ing gallery mode cavity can be driven into coherent oscillation by radiation pressure,
even in the presence of a surrounding fluid. They then show that by monitoring the
frequency of the oscillation it is possible to resolve frequency shifts due to small
molecules that bond to the surface of the cavity. In Chap. 5 the authors develop
quantum optics models for the interactions of the vibrations of molecules with light
confinedwithin an optical cavity. They use thesemodels to identify limits to the usual
electric-field-to-the-fourth-power scaling of SERS signals with light and to predict
that at high powers the scaling may experience a dramatic change to electric-field-to-
the-eighth-power. They develop master equation approaches to model SERS within
an optical cavity and explore the possibility of using the molecular optomechanics
in the good cavity regime—where the cavity decay rate is slower than the molecular
vibration frequency—to control the vibrations of the molecule.

1 E.g. see Infrared and Raman Spectroscopy: Principles and Spectral Interpretation, P. J. Larkin,
Elsevier, 2018.
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Chapter 4
Optomechanical Sensing

Wenyan Yu, Wei C. Jiang, Qiang Lin, and Tao Lu

Abstract In this chapter, we present a cavity optomechanical sensor. Utilizing the
rigidity of the optical spring in a quivering whispering gallery microcavity, single
protein molecules can be detected at high signal-to-noise ratio. In addition to its high
sensitivity, such a sensor also offers an effective detection area that is many orders
of magnitude larger than plasmonic counterparts.

4.1 Introduction

Detecting individual nanoparticles, molecules and messenger ribonucleic acid
(mRNA), etc., imaging them, finding their chemical composition and observing
their mutual interactions are of constant interests to scientists and engineers for
their broad medical, biological and chemical applications, e.g., early disease diag-
nosis and understanding how a drug interacts with its target molecules. In the past
decades, a variety of tools have been developed to observe single particles down
to molecular scale [1, 2], among which whispering gallery microcavities (WGMs)
become one of the most attractive candidates [3–9] (also discussed in Chap.2).
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Named after the whispering gallery at St. Pauls Cathedral, London for its similar
properties, an optical WGM allows photons to circulate along its edge through total
internal reflection (TIR). When the photon round trip optical path length equals to
the integer multiples of its wavelength, resonance occurs [10]. An important figure
of merit for WGMs is the optical quality factor (Q), a measure of how long a photon
can survive in the cavity. An ultra-high Q WGM resonantly builds up a substantial
optical intensity in close proximity to its surface with a small amount of optical
power supplied by an external source. As an illustration, a 10 milli-watt laser power
continuously delivered to a 108-Q microcavity may establish an intracavity intensity
as high as multiple tera-watts per square meter. Such high optical intensity triggers
a plurality of nonlinear optical effects upon which many micron scale, low power
consumption devices have been developed. To date, researchers have demonstrated
several silica based microcavity structures with Q above 108, which include micro-
sphere [11], microtoroid [12] and microdisk [13], etc. Among them, a microsphere,
usually reflowed on a fiber tip, can reach quality factor as high as 109 while a micro-
toroid fabricated on a silicon wafer is the first on-chip device that has achieved a Q as
high as 5 × 108. Further, microdisks with Q as high as 109 have been demonstrated
with advanced lithography technologies, providing an alternative to microtoroids as
an on-chip microcavity [13, 14].

Several unique features of an ultra-high Q WGM make it a perfect device for
nanosensing. Firstly, a nanoparticle binding on the cavity surface causes a sudden
change in cavity resonance wavelength. Therefore, by monitoring the cavity reso-
nant wavelength change, one may sense a particle. This is called the reactive sensing
method and the wavelength change can be probed by highly accurate interferom-
etry method [4, 5, 15]. Secondly, a pair of counter propagating resonance modes
exist in WGM. Their interaction yields a scattering dependent mode splitting. By
detecting the change of mode splitting, one may detect scatters such as nanoparti-
cles [5, 6, 16]. Thirdly, the strong optical intensity build-up at the WGM surface
can trigger lasing, nonlinear, Raman process and short pulse generation at a thresh-
old pump power orders of magnitude lower than the conventional methods [17–20].
More importantly, such high intensity can generate an optical force strong enough
to quiver a WGMmechanically, a phenomenon known as the cavity optomechanical
oscillation [21–30]. This oscillation modulates the light signal escaping from the
cavity and can be interrogated through a photodetector. According to Hooke’s law, a
particle attached to the cavity will increase the cavity effective mass and thus cause
the shift in the mechanical oscillation frequency. By monitoring this shift one can
also detect the particle. These unique features of a WGM are still under-exploration
for sensing.

Progress on reactive sensing has been rapid since it was first proposed in 1995 [3].
In 2008, a silica microsphere with a Q of 2.6 × 105 in water was employed to demon-
strate the detection of a single Influenza A virion at a signal-to-noise ratio of 3:1 [4].
In 2011, by adopting a silica microtoroid with a reference interferometer, a ten-fold
improvement of detection sensitivity was achieved [5]. The detection resolution of
this approach is limited by two major factors: a thermal refractive noise that causes
the cavity resonance wavelength fluctuation and the bandwidth of the resonance
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structures that contributes to the uncertainty on locating the resonance wavelength.
A passive microtoroid typically yields a thermal refractive noise induced optical res-
onant frequency fluctuation of around 100 kHz and a bandwidth of several MHz in
water. That limits the minimum detectable particle to be 12.5nm in radius to date.

Typically, two approaches can be taken to improve the detection sensitivity: to
enhance the signal or to reduce the detection uncertainty from noises (see Chap. 1).
In the former approach, progress was made by combining the cavity with gold plas-
monic nanoantennas [31–34] as discussed in detail in Chap.2. In that case, the sig-
nal is enhanced by the conventional plasmonic structures while the cavity helps to
overcome the high loss drawback of the plasmonic nanoantenna. Along the same
vein, gold nanobeads, nanorods or nanoshells randomly adsorbed to a cavity were
employed as a plasmonic nanoantenna. In these articles, single molecule sensitivity
has been demonstrated but with orders of magnitude smaller effective detection area
than conventional reactive sensing. Therefore, cavity sensing without a plasmonic
antenna is still of significant importance.

On the other hand, cavity optomechanical oscillation displayed a much lower fre-
quency noise and narrower bandwidth in liquid [35]. This makes it an attractive can-
didate along the sensitivity improvement through latter approach. In the past, sensing
throughoptical or electrical drivenmechanical oscillations havebeendemonstrated in
various fields. These sensing applications typically exploit the dynamical interaction
of light with a mechanical resonator together with the precision readout provided by
a high quality optical microcavity. For example, a room-temperature optoelectrome-
chanical transducer using nanomembrane was reported [36] to be capable of strong
coupling of both microwave and optical fields. A GaAs-based electromechanical
resonator was futher used for the study of nuclear magnetic resonance (NMR) [37].
Meanwhile, optomechanical cavities have been used for ultrabroadband and ultrasen-
sitive magnetometry [38, 39], acceleration sensing [40–43], ultrasound sensing [44,
45], forces detection [46, 47], and potentially of quantum primary thermometry
[48–50].

Cavity optomechanical sensing in liquid requires high optical quality factor and
strong optical force to overcome themechanical dissipation from the liquid viscosity,
which is challenging because of large optical loss from water and solvent contam-
inants that could easily adhere to the cavity surface. Therefore, this approach was
demonstrated mainly in gaseous environments and in cases where bulk liquid solu-
tions flow inside the cavity so that the cavity Q will not degrade [51, 52]. To achieve
optomechanical oscillation of a cavity immersed in liquid, care must be taken to
prevent possible contamination. Meanwhile the cavity should be properly designed
such that optical Q will not drop significantly from water absorption [35].

In this chapter we demonstrate an optomechanical sensor based on optical spring
effects [53].With this approach, sensing resolution can be enhanced byorders ofmag-
nitude compared with conventional approaches. As a result, single protein molecules
can be detected at high signal-to-noise ratio (SNR).

This chapter is organised as follows, in Sect. 4.2 we first lay out the theory of
cavity optomechanics and its principle for sensing while Sect. 4.3 demonstrates the
coherent regenerative optomechanical oscillation of a silica microsphere immersed

http://dx.doi.org/10.1007/978-3-030-90339-8_1
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in heavy water (D2O). Section4.4 further illustrates detection of single nanoparticles
and protein molecules suspended in buffer solution.

4.2 Cavity Optomechanics

A spring pulling away from its equilibrium position will oscillate as its elasticity
exerts a restoring force to counter react the displacement.1 In a whispering gallery
microcavity, the circulating light wave exerts an optical force to deform the cavity,
causing it to oscillatemechanically in similarmanner to a spring.Meanwhile, the cav-
ity resonancewavelength changes as a result of themechanical deformation, which in
turn modulates the light intensity and the optical force. The mutual opto-mechanical
interaction in the process makes the cavity a forced harmonic oscillator and this
phenomenon is also known as cavity optomechanical oscillation (OMO) [54–57].

The pictorial description of this process is as follows: a single photon carries
energy E = hν and momentum p = hν/ck̂where h is Planck constant, ν the optical
frequency, c the speed of light and k̂ the unit vector directing toward propagation.
When travelling in cavity, the structural confinement from the microcavity causes
the directional change of the photon momentum. Consequently the photon exerts an
optical force against such changes following Newton’s laws of motion. Although the
amount of force by a single photon is small, the collective build-up of such forces
by a large number of highly coherent photons can be strong enough to deform the
cavity itself. Calculation shows that the needed photon number is easy to achieve
in an ultra-high Q microcavity due to the long life time the photon can survive. In
fact, when the photon wavelength is close to the cavity resonance, even a continuous
supply of as little as micro watts light power to a cavity with 100 million Q can make
the cavity quiver mechanically [58, 59].

Figure4.1 illustrates such dynamic interactions between light and a cavity. Here,
the cavity is a hollow Fabry-Pérot (FP) cavity with a pair of parallel placed mirrors
separated by a length L . The cavity is pumped with a frequency tunable laser whose
wavelength is set close to the cavity resonance wavelength. When photons travel in
the cavity, they are bouncing back and forth between the pair of mirrors. If the photon
round trip optical path length equals to the integer multiples of its wavelength (λ0 =
2L/m,m = 1, 2, . . .), optical resonance occurs. Here, m is an integer representing
the longitudinalmode order of the FP cavity. The reflection at the end facets causes the
photon momentum change of�p = 2|p| = 2hν/c. Therefore, the continuous arrival
of photons at end facets exerts an optical force directing outward. The amplitude of
the optical force F is determined by the number of reflected photons per unit time and
can be estimated from the circulating power Pc within the cavity according to F =
2Pc/c. Similarly, one may obtain the optical force from photons on resonance with
a whispering gallery microcavity to be F = 2πnePc/c with ne being the effective

1 Most of this section is reproduced/adapted with permission from Ref. [53]. Copyright 2016
c©Springer Nature.
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Fig. 4.1 Schematic plot showing the concept of radiation pressure. The continuous wave at a
wavelength close to the cavity resonance enters a Fabry-Pérot cavity. The radiation pressure caused
by the light reflecting at the mirror displaces the mirror front by an amount of dx , which modulates
the output light with an oscillation frequency �′

m jointly determined by the natural mechanical
response of the cavity and the radiation pressure

refractive index of the cavity. Further, the high intensity buildup at the cavity sidewall
due to the combined effects of small mode volume and high optical Q of the WGM
microcavity, the resulting pressure is sufficient to deform the cavity structure. For
example, an ultrahighQ (Q > 108)WGMmicrocavity generates a radiation pressure
above thousands of Pascal with as little as 1 mW external optical power continuously
supplied to the cavity. With a sufficient power, the radiation pressure is able to push
the cavity wall outward from its original position with a small radial displacement
of x . Consequently, the cavity resonance shifts toward a longer wavelength because
of the increased optical path length.

To describe the dynamic process, consider a pump laser operating with constant
power at a fixed wavelength slightly shorter than cavity resonance (blue detuning)
initially delivers light to the cavity, the radiation pressure will be established to
stretch the cavity along the radial direction. Meanwhile, the increasing cavity defor-
mation results in an increasing tensile force to counteract the radiation pressure.
On the other hand, the increasing cavity circumference due to the deformation fur-
ther increases the relative detuning between the cavity resonance and the pump
laser wavelength and reduces radiation pressure. The combined efforts from the
increasing tensile force and decreasing radiation pressure will eventually revert the
stretching to compressing with tensile force starting to decrease and radiation pres-
sure to increase. Consequently, the cavity oscillates mechanically. As portion of the
intracavity light leaks out, the dynamical backaction between the optical mode and
mechanical motion leads to an observable transmission modulation on the cavity
output spectrum.
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4.2.1 Optical Spring Effect

Here we further analyse cavity optomechanics in details with a silica microsphere
as an example, and in the context of single molecule sensing. As known [60], a
waveguide coupled microresonator follows the dynamic equation

da

dt
=

(
j�ω − �t

2

)
a + j

√
�eAin (4.1)

where a is the field amplitude of an optical whispering-gallery mode (WGM), nor-
malized such that the cavity mode energy U = |a|2. Ain is the amplitude of input
laser field, normalized such that Pin = |Ain|2 is the laser power at the waveguide
input. �ω = ωl − ω0 is the optical angular frequency detuned from the laser angular
frequency ωl to the cold cavity resonance ω0. �t is the total photon decay rate of
the loaded cavity such that it relates to the loaded optical quality factor according to
Qt = ω0/�t , and �e is the extrinsic photon decay rate associated with the external
waveguide coupling and inverse proportional to the coupled optical quality factor
following Qe = ω0/�e. The decay rates �t and �e are related to the intrinsic photon
decay rate �i with �t = �i + �e. Again, �i and the intrinsic optical quality fac-
tor follows Qi = ω0/�i. In continuous wave (CW) mode, the steady state solution
(da/dt ≡ 0) of Eq. (4.1) can be expressed as

a0 = j
√

�eAin
�t
2 − j�ω

(4.2)

Consequently, the amplitude of the optical wave at the output of the waveguide Aout

can be found as

Aout = Ain + j
√

�ea0 =
�i−�e

2 − j�ω

�i+�e
2 − j�ω

Ain (4.3)

Accordingly, one may rewrite the transmission spectrum in Chap.2 as

T = |Aout|2
|Ain|2 = 1 − �i�e

�2
ω + (�t/2)2

(4.4)

Further, we can define the power dropped to the cavity Pd as

Pd = |Ain|2(1 − T )

= �i�e

�2
ω + (�t/2)2

Pin

= �i|a0|2
(4.5)

which indicates that Pd is expended to compensate the cavity energy dissipation
�i |a0|2.

http://dx.doi.org/10.1007/978-3-030-90339-8_2
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When the circulating power is strong enough, it will produce a radiation pres-
sure that is sufficient to drive the mechanical vibration mode of the cavity. The
mechanical mode for a microsphere has a motion that modulates the device radius
which in turn modulates the optical cavity resonance ω′

0 = ω0 + gomx with x rep-
resenting the effective mechanical displacement of the cavity radius from its cold
cavity value. gom = dω0/dx is the optomechanical coupling coefficient, which scales
inversely with the radius for a microsphere. A finite element simulation shows that
|gom|/(2π) ≈ 6.2 GHz/nm at a wavelength of 974 nm for a 100µm-diameter silica
microsphere. Such an optomechanical coupling modifies Eq. (4.1) by an additional
detuning term − jgomx and can be described by the following coupled equations of
motion [54]:

da

dt
=

(
j�ω − jgomx − �t

2

)
a + j

√
�eAin, (4.6)

d2x

dt2
+ �m

dx

dt
+ �2

mx = Frad(t)

meff
+ FL(t)

meff
, (4.7)

Equation (4.6) reflects the cavity optical resonance modulation due to its mechanical
motion through the optomechanical coupling coefficient. Consequently, the cavity
mechanical displacement changes the optical mode by altering the laser cavity detun-
ing according to �′

ω(x) = ωl − ω0(x) = �ω − gomx .
Equation (4.7) describes themechanical oscillation of the cavity,�m,�m, andmeff

are the damping rate, intrinsic mechanical resonance frequency, and effective mass
of the mechanical mode, respectively. FL is the thermal Langevin force responsible
for the thermal Brownian motion of the mechanical mode and Frad describes the
radiation pressure produced by the intra-cavity laser intensity. Note that the total
photon energy in the cavity can be expressed as

U (x) = N�ω′
0 = N�(ω0 + gomx) (4.8)

where N = |a|2
�ω′

0
≈ |a|2

�ω0
is the total number of photons in the cavity. We obtain the

radiation force [61]

Frad = −dU (x)

dx
= −N�gom ≈ −gom|a|2

ω0
(4.9)

In general, x(t), a(t) and Frad(t) are all functions of time. Seeking close form
solutions is impossible given the highly nonlinear nature of the equation. How-
ever, when the mechanical displacement is small, under the linear approximation,
we may assume that a(t) = a0 + δa(t) and x(t) = x0 + δx(t) where |δa(t)| � |a0|
and |δx | � |x0|. x0 and a0 are steady state solutions of Eqs. (4.6) and (4.7) by setting
all time derivatives to zero (da0/dt = dx0/dt = d2x0/dt2 ≡ 0).

a0 = j
√

�eAin
�t
2 − j (�ω − gomx0)

(4.10)
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x0 = − gom|a0|2
ω0meff�2

m

(4.11)

Again, the presence of cavity optomechanics simply modifies a0 in Eq. (4.2)
by an additional static cavity resonance shift gomx0 as the effective cavity radius
stretches to R + x0 in equilibrium by the radiation force. Subsequently, Eq. (4.6) can
be decomposed into

da0
dt

+ dδa(t)

dt
=

[
j (�ω − gom(x0 + δx)) − �t

2

]
(a0 + δa) + j

√
�eAin

=
[
j (�ω − gomx0) − �t

2

]
a0 + j

√
�eAin

+
[
j (�ω − gomx0) − �t

2

]
δa(t) − jgoma0δx(t) − jgomδx(t)δa(t)

(4.12)
Here, the first term on the left side of the equation, da0/dt , and the first two terms on
the right of the second equation sign vanish as they form the steady state equation of
a0. Further, the second order perturbation term− jgomδxδa can be neglected, leading
to a simple expression

dδa(t)

dt
=

(
j�′

ω − �t

2

)
δa(t) − jgoma0δx(t) (4.13)

Using the the Fourier transform defined as δã(�) = F {δa(t)} = ∫ +∞
−∞ δa(t)

e j�t dt , Eq. (4.13) can be expressed in frequency domain

− j�δã(�) =
(
j�′

ω − �t

2

)
δã(�) − jgoma0δ x̃(�) (4.14)

with δ x̃(�) = F {δx(t)}. Consequently, we obtain the spectral response of the per-
turbed field as

δã(�) = jgoma0
j (�′

ω + �) − �t/2
δ x̃(�) (4.15)

and its complex conjugate δã(�) has the form

δã∗(�) = jgoma∗
0

j (�′
ω + �) + �t/2

δ x̃∗(�). (4.16)

To obtain the field pattern in frequency domain, one need to find the Fourier trans-
form of the mechanical displacement δ x̃(�). To do so, we first apply the similar
perturbation approach to Eq. (4.7)

d2δx(t)

dt2
+ �m

dδx(t)

dt
+ �2

mδx(t) = Frad,0

meff
− �2

mx0 + δFrad(t)

meff
+ FL(t)

meff
(4.17)
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Here, following Eq. (4.9), we have

Frad(t) = −gom|a0 + δa(t)|2
ω0

≈ Frad,0 + δFrad(t) (4.18)

In this equation, Frad,0 = − gom |a0|2
ω0

defines the new equilibrium position of the
cavity boundary. The time dependent optical force perturbation is found to be
δFrad(t) = − gom(a0δa∗+a∗

0 δa)

ω0
, |δFrad| � |Frad,0| with the second order perturbation

term − gom |δa(t)|2
ω0

being neglected. Note that the first two terms on the right hand
side of Eq. (4.17) cancels due to Eq. (4.11), we obtain

d2δx(t)

dt2
+ �m

dδx(t)

dt
+ �2

mδx(t) = δFrad(t)

meff
+ FL(t)

meff
(4.19)

Similarly we can Fourier transform Eq. (4.19) to obtain

[−�2 − j��m + �2
m]δ x̃(�) = δ F̃rad(�)

meff
+ F̃L(�)

meff
(4.20)

Note in Eq. (4.7), the Langevin force FL(t) obeys the statistical properties in the
frequency domain [62]

〈
F̃L(�μ)F̃∗

L (�ν)
〉 = meff�mkBT 2πδ(�μ − �ν) (4.21)

Here T is the temperature and kB is the Boltzmann constant. Further, as the mechan-
ical displacement δx(t) is real, δ x̃(�) = δ x̃∗(−�). One may find, according to
Eq. (4.16),

δã∗(−�) = jgoma∗
0

j (�′
ω − �) + �t/2

δ x̃(�) (4.22)

Consequently,

δ F̃rad(�) = F {δFrad(t)}
= −gom[a0δã∗(−�) + a∗

0δã(�)]
ω0

= − jg2om|a0|2δ x̃(�)

ω0

[
1

j (�′
ω − �) + �t/2

+ 1

j (�′
ω + �) − �t/2

]

= −2g2om|a0|2�′
ω

ω0

[�′2
ω − �2 + (�t/2)2] + j�t�

[(�′
ω − �)2 + (�t/2)2][(�′

ω + �)2 + (�t/2)2]δ x̃(�)

(4.23)
which clearly shows that the optical force is linearly proportional to the mechanical
displacement. In addition, after substituting to Eqs. (4.20), (4.23) leads to
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δ x̃(�) = F̃L (�)

meff

⎧⎨
⎩−�2 − j��m + �2

m + 2g2om |a0|2�′
ω

ω0meff

[�′2
ω − �2 + (�t/2)2] + j�t�

[(�′
ω − �)2 + (�t/2)2][(�′

ω + �)2 + (�t/2)2]

⎫⎬
⎭

−1

= − F̃L (�)

meff

1

�′
m
2 − �2 − j�′

m�

(4.24)

According to Eq. (4.5), the interaction between Pd and the mechanical motion
modifies the dynamics of the mechanical mode, resulting in an effective mechanical
damping rate �′

m and an effective mechanical frequency �′
m given by [54],

�′
m
2 ≈ �2

m + 2g2omPd�
′
ω

meffω0�i

�′
ω
2 − �2

m + (�t/2)2

[(�′
ω + �m)2 + (�t/2)2][(�′

ω − �m)2 + (�t/2)2]
(4.25)

�′
m ≈ �m − 2g2omPd�

′
ω

meffω0�i

�t

[(�′
ω + �m)2 + (�t/2)2][(�′

ω − �m)2 + (�t/2)2] ,
(4.26)

which are obtained from Eqs. (4.6) and (4.7) by treating the mechanical motion as a
perturbation to the optomechanical system. Equation (4.26) shows the dependence of
optomechanical amplification/cooling on the laser-cavity detuning. The mechanical
damping rate �′

m is modulated by the radiation pressure according to the sign of the
detuning �′

ω. When the pump laser is operating at a frequency ωl higher than the
cavity resonance ω′

0 = ω0 + gomx0, the blue detuned pump laser (�′
ω > 0) leads to

a decrease of the mechanical damping rate and drives the cavity into “amplification”
regime. With sufficient optical power, �′

m = 0 and regenerative coherent oscilla-
tion or “phonon lasing” occurs. Therefore, the optical drop power threshold PT

d for
regenerative optomechanical oscillation can be found from Eq. (4.26)

PT
d = meffω0�m�i

2g2om�′
ω�t

[
(�′

ω + �m)2 + (�t/2)
2
] [

(�′
ω − �m)2 + (�t/2)

2
]

(4.27)

Consequently, Eqs. (4.25) and (4.26) can be simplified to

�′
m
2 ≈ �2

m + Pd�m

PT
d �t

[
�′

ω

2 − �2
m + (�t/2)

2
]

(4.28)

�′
m ≈

(
1 − Pd

PT
d

)
�m (4.29)

When Pd > PT
d , the cavity mechanical motion (�′

m) is amplified by the radiation
pressure and induces the mechanical instability. Due to the backaction of the cavity
motion, the circulating light (ωl) is then Doppler shifted so that has two sidebands at
(ωl − �′

m) and (ωl + �′
m) on its spectrum [63]. Affected by the power distribution

within one cavity resonance mode, the sideband with a frequency closer to the res-
onance has a enhanced intensity compared to the other. The unbalanced sidebands
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cause a net energy transfer from optical mode to mechanical motion in the blue
detuning regime, since the sideband with lowered frequency photons (ωl − �′

m) is
enhanced by the cavity.

In general, the cavity mechanical frequency �m is much smaller than effective
laser cavity detuning (�′

ω ≈ �ω) and total cavity photon decay rate �t . Therefore,
Eqs. (4.26), (4.25) and (4.27) can be further simplified to

�′
m
2 ≈ �2

m + 2g2om�ePin
meffω0

�ω[
�2

ω + (�t/2)
2
]2 (4.30)

�′
m ≈ �m − 2g2om�ePin

meffω0

�ω�t[
�2

ω + (�t/2)
2
]3 (4.31)

PT
d = meffω0�m�i

2g2om�ω�t

[
�2

ω + (�t/2)
2
]2

, (4.32)

With a red detuned laser on the opposite side of the cavity resonance (�′
ω < 0),

the negative sign of the frequency detuning adds an extra effective damping rate to
the intrinsic one so that further suppresses the mechanical motion of the cavity or
drives the cavity to a “cooling” regime. There exists an net energy transfer from the
mechanical motion to the optical mode through the optomechanics. Therefore, the
cavity is considered to be cooling down by the optical force under this situation.

In summary, the dynamic backaction between the laser field and mechanical
motion can be either in phase or out of phase, resulting amplifying or cooling the
mechanical motion. The efficiency relies on gom, the optical Q, and the laser-cavity
detuning �′

ω. Therefore, the high optical quality and strong optomechanical cou-
pling in a cavity would provide efficient optomechanical excitation. In addition, on
the blue detuning side, the optical wave amplifies the mechanical motion and leads
to a decrease of the mechanical damping rate that depends linearly on the optical
power. A large enough optical power is able to boost the mechanical motion above
the oscillation threshold resulting in a coherent optomechanical oscillation (OMO)
with a very narrow linewidth. This underlies the principle of cavity optomechanical
transduction sensing, or optical spring sensing, whichwill be discussed in detail later.

The dynamic interaction between light and cavity mechanics can be further inter-
preted by an optical spring. It is well known that the harmonic oscillation angular
frequency �m of a spring follows the Hooke’s law �m = √

k/meff where k is the
spring constant. When two spring k1 and k2 are connected in parallel to a load meff ,
they are equivalent to a spring k = k1 + k2 with eigen frequency square �2

m equals
to the sum of each spring’s eigen frequency (�1,2 = √

k1,2/meff , �2
m = �2

1 + �2
2. In

analogy, the oscillation angular frequency of the OMO can be described by the same
equation, by including the radiation pressure contribution to the spring constant,
k = kmech + kopt [64].

�′
m
2 = kmech

meff
+ kopt(�′

ω, �t)

meff
(4.33)
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Here, kmech = meff�
2
m is the cavity intrinsic mechanical spring constant and we call

kopt the optical spring constant as the optomechanical coupling behaves like another
spring connect in parallel to the intrinsic one. According to Eq. (4.25), the optical
spring constant can be expressed as

kopt(�
′
ω, �t) = 2g2omPd�

′
ω

ω0�i

�′
ω
2 − �2

m + (�t/2)2

[(�′
ω + �m)2 + (�t/2)2][(�′

ω − �m)2 + (�t/2)2]
(4.34)

which can be further simplified, according to Eq. (4.30),

kopt(�
′
ω, �t) ≈ 2g2om�ePin

ω0

�ω[
�2

ω + (�t/2)
2
]2 (4.35)

under the assumption that the cavity mechanical frequency is much smaller than the
effective laser cavity detuning. Evidently, as the magnitude of the radiation pressure
changes due to the cavity resonance detuning, the optical spring constant depends
sensitively on the cavity resonance. The optical spring effect provides an effective
mechanical stiffness that relies on the radiation pressure produced by the WGM,
which is essential for OMO sensing described in the latter sections.

4.2.2 Principles of Optical Spring Sensing

When the laser wavelength λl is blue detuned to the cavity resonance, the optical
wave can efficiently boost the mechanical motion above the threshold of regen-
erative coherent oscillation [54, 65], resulting in highly coherent optomechanical
oscillation (OMO) with a narrow mechanical linewidth. According to Eq. (4.34),
the intracavity laser field produce an effective mechanical rigidity [54], resulting
the overall frequency fm = �′

m/2π depending sensitively on the laser-cavity detun-
ing �λ = λl − λ′

0 with λ′
0 = 2πc/(ω0 + gomx0) and λl = 2πc/ωl. Consequently,

according to Eq. (4.25), particle binding induced cavity resonance wavelength shift,
δλ, is transduced to the frequency shift, δ fm according to δ fm = − d fm

d�λ
δλ which can

be probed with an electrical spectrum analyzer (Fig. 4.2).
Theminimal detectable frequency shift (δ fm)min is determined byOMO linewidth

� fm, which in turn determines the minimal detectable cavity resonance shift
(δλ/λ0)min = � fm

λ0
/(− d fm

d�λ
). By defining an effectivemechanical Q factor of coherent

OMO, Qeff
m ≡ fm/� fm. One may derive the sensing resolution

(
δλ

λ0

)
min

= 1

ηomQeff
m Qt

, (4.36)

where ηom represents the optomechanical transduction factor with a value in the order
of ηom ∼ 1. Equation (4.36) shows clearly that the sensing resolution scales not only
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Fig. 4.2 Schematic illustrating the sensing mechanism. A protein molecule bound to an optome-
chanically oscillating microsphere yields an optical resonance shift δλ, which is transduced to a
mechanical frequency shift δ fm. The color map on the microsphere shows the radial breathing
mechanical mode simulated by the finite element method. Adapted with permission from [53]
c©Springer Nature

with the optical Q of the cavity as in conventional microcavity sensors, but also
with the effective mechanical Q of OMO. Consequently, the optical spring sensing
is able to enhance the sensing resolution by about a factor of Qeff

m compared with
conventional approaches without the need to scarifies the effective detection area.

4.2.3 Mechanical Frequency Shift Induced by Particle
Binding

As particle adsorption at the microcavity modifies both the optical cavity resonance
and the optical Q. According to the optical spring effect, the resulting OMO angular
frequency shift can be found as

δ�′
m = ∂�′

m

∂ω0
δω0 + ∂�′

m

∂Qt
δQt = −∂�′

m

∂�ω

δω0 − �t

Qt

∂�′
m

∂�t
δQt, (4.37)

where δω0 and δQt are the particle induced cavity resonance frequency and loaded
cavity optical Q variation, respectively. From Eq. (4.25), we obtain

∂�′
m

∂�ω

= g2omPin�e

meffω0�′
mL0L+L−

[
L0 + �2

m

(
2�2

ω

L0
− 1

)
− 4�2

ω(L0 − �2
m)2

L+L−

]
,

(4.38)
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∂�′
m

∂�t
= g2omPin�e�t�ω

2meffω0�′
mL0L+L−

[
1 − (L0 − �2

m)

(
1

L0
+ 1

L+
+ 1

L−

)]
, (4.39)

where L0 ≡ �2
ω + (�t/2)2, L+ ≡ (�ω + �m)2 + (�t/2)2, and L− ≡ (�ω − �m)2

+(�t/2)2.
In the sideband-unresolved regime with �m � �t , Eqs. (4.38) and (4.39) can be

simplified considerably to

∂�′
m

∂�ω

= g2omPin�e

meffω0�′
m

(�t/2)2 − 3�2
ω

[�2
ω + (�t/2)2]3 , (4.40)

∂�′
m

∂�t
= − g2omPin�e

meffω0�′
m

�t�ω

[�2
ω + (�t/2)2]3 . (4.41)

When the particle size is small, the binding induced optical Q change is negligible,
OMO frequency shift will be linear to the optical cavity resonance shift according
to Eq. (4.37). In the cases when the particle size is large enough to cause detectable
Q degradation, Eq. (4.37) introduces an additional amount of OMO shift that is
nonlinear to the cavity resonance shift.

In the linear regime discussed above, the optomechanical transduction factor can
be further determined by

ηom =
(
1 − �2

m

�′2
m

)
1 − 3�̄2

ω

(1 + �̄2
ω)�̄ω

, (4.42)

where �̄ω = �ω/(�t
2 ) is the normalized detuning with regard to the cavity resonance

linewidth. When�′
m � �m, ηom primarily depends on the laser-cavity detuning and

it usually ranges from 1 to 2 for proper sensing operation.

4.2.4 Distinction from Conventional Mass Sensing

Here we provide a simple explanation to show that the optical spring sensing is
distinctive from the conventional optomechanical and nanomechanical sensing. As
discussed in the previous sections, the spring constant of an OMO contributes from
both mechanical spring and optical spring. Consequently, the OMO frequency shift
can be induced by perturbation either to the mass δmeff , or to the spring constant,
δk, given by

δ�′
m

�′
m

= 1

2

(
δk

k
− δmeff

meff

)
= 1

2

(
δkopt
k

+ δkmech

k
− δmeff

meff

)
. (4.43)

Conventional nanomechanical sensing relies on the last two terms of the above equa-

tion, δ�′
m

�′
m

= 1
2

(
δkmech

k − δmeff
meff

)
, where the molecule binding either perturbs the effec-
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tive mass or modifies the intrinsic mechanical spring constant of the mechanical res-
onator [66, 67]. Conventional OMO sensing relies on the last term, δ�′

m
�′

m
= − 1

2
δmeff
meff

,
similar to nanomechanical sensing while with an optical readout [51, 68–70]. It can
only detect 1µm-diameter silica beads with a sub-picogram resolution.

In contrast, our approach takes advantage of the first term, δ�′
m

�′
m

= 1
2

δkopt
k where

the optically induced spring depends sensitively on the laser-cavity detuning, δkopt =
dkopt
dω0

δω0. Consequently, the OMO frequency shift is given by (see also Eq. (4.37))

δ�′
m

�′
m

= 1

2k

dkopt
dω0

δω0. (4.44)

The frequency tuning slope, dkopt/dω0, significantly amplifies the cavity resonance
shift induced by molecular binding and transduces it into the OMO frequency shift.
It is this very distinctive nature of optical spring that provides a sensing resolution
orders of magnitude higher than conventional OMO or nanomechanical sensing.

Although previous discussions focus on the frequency domain, it can be eas-
ily converted to the wavelength domain by use of dω0/dλ0 = −2πc/λ2

0. For
example, the wavelength-dependent tuning slope can be obtained by ∂�′

m/∂�λ =
−(2πc/λ2

0)(∂�′
m/∂�ω).

4.3 Experiment Demonstration of Optomechanical
Oscillation in Heavy Water

The first step toward optical spring sensing is to demonstrate the OMO in an aque-
ous environment.2 The challenges in such demonstration is that when a cavity is
immersed in liquid, the suspension actuates strong viscous force against the cavity
oscillation. This makes the optomechanical oscillation highly dissipative except in
the cases where a superfluid was adopted [69]. In addition, strong optical absorption
of water further reduces the optical Q of the cavity, making OMO even harder to
be excited. To reduced the optical dissipation, we immerse a silica microsphere in
heavy water (D2O). At a wavelength around 970nm, the absoption coefficient of
D2O is 0.0113 cm−1, much lower than that of water (H2O, 0.43685 cm−1).3 Such
low optical absorption helps to maintain high optical Q (∼107) and strong optical
force in the cavity for OMO excitation.

2 Most of this section is reproduced/adapted with permission from Ref. [35]. Copyright 2014 c©The
Optical Society.
3 The absorption coefficients are available from https://refractiveindex.info.

https://refractiveindex.info
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4.3.1 Experiment Results and Discussions

The experiment setup is shown in Fig. 4.3. An external cavity tunable laser (Newport
6300LN) operating at 970 nm wavelength range is used to drive the cavity OMO. At
the laser output, a variable optical attenuator (VOA A) is inserted for power control.
A 99/1 optical directional coupler (OC A) further split the light to two branches. The
99% port was connected to the input of a tapered optical fiber to actuate the OMO
of silica microsphere under test. The 100µm-diameter microsphere was fabricated
by melting a silica fiber with a CO2 laser and immersed in heavy water (D2O). For
precision position control, the microsphere was mounted on a nanopositioner. The
transmitted optical signal from the microsphere was converted to electrical signals
by a photodetector (New focus 1811) placed at the output of the same tapered fiber.
The electrical signal was further split by a 50/50 electrical splitter such that the signal
can be examined in both time and frequency domain with an Agilent DSO 90404A
oscilloscope and a Tektronix RSA 3408B real time spectrum analyzer.

The 1% output branch of the directional coupler is connected to a reference inter-
ferometer to provide accurate optical frequency calibration in optical Q measure-
ments. As shown in Fig. 4.3, the reference interferometer is built with a pair of
optical fiber connected between two 50/50 optical couplers. The lengths of the two
fibers differ by�L , when light enters the first coupler (OCB), its power splits evenly
at the coupler outputs. The light then propagates along the fiber pair, resulting a rel-
ative time delay τ = �L/(ne · c) when arriving at the inputs of the other coupler
(OC C). The light will be photo mixed at OC C and converted to electrical signal by
the balanced photo detector. The detector output voltage V0 is related to the optical
frequency ν and fiber delay τ through

V0

V0,max
= cos(2πντ) (4.45)

Fig. 4.3 Experiment setup for the OMOmeasurements. Adapted with permission from [35] c©The
Optical Society
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Fig. 4.4 RF power spectrum of the reference interferometer output calibrated from the dark current
spectrum. Adapted with permission from [35] c©The Optical Society

withV0,max being themaximumoutput voltage.Therefore,when τ is precisely known,
V0 maps to the optical frequency ν with high precision. To determine τ , we set the
laser in CW mode and connect the photo detector output to an electrical spectrum
analyzer. Figure4.4 shows the power spectrum of the output signal after averaging
over 100 measurements and calibrated by subtracting it from the 100 measurements
averaged dark current spectrum. As shown, the signal spectrum displays a sinc-
square shape (blue trace) and the free spectral range � fFSR of the spectrum is the
inverse of the delay τ = 1/� fFSR. In this experiment, � fFSR = 21.3 MHz was
determined through a least square fit (red dashed line). Equivalently a time delay of
τ = 0.0469µs or length difference �L = 9.73 m is obtained. After calibration, the
output of the balanced detector is then connected to the oscilloscope shown inFig. 4.3.

To measure the optical Q of the microsphere immersed in D2O, we scan the laser
wavelengths around the cavity resonance while reducing its power till the thermal
effect diminishes. The cavity transmission spectrum averaged over 100 measure-
ments is displayed as the blue trace in Fig. 4.5. According to Eq. (4.4), the spectrum
displays a Lorentzian shape. Meanwhile, due to Eq. (4.45), the interferometer sig-
nal (green trace) has a sinusoidal shape with a periodicity precisely equals to �FSR.
Therefore, using the fitted curve of the interferometer signal, we can accurately map
the frequency detuning of the transmission spectrum for precision Q measurement.
In this experiment, through the least square fit, we obtained an intrinsic optical Q of
1.4 × 107 when the microsphere is immersed in D2O. Under the operation coupling
condition, an overall loaded optical Q of 9.8×106 is obtained.

To actuate OMO, we scan the wavelength of the probe laser around the resonance
while gradually increasing the laser power to about 2.5 mW. With fine adjustment
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Fig. 4.5 Cavity transmitted optical power (blue trace) displays a Lorentzian shape. The laser
frequency is calibrated through the transmitted signal of the reference interferometer (green trace).
The red dashed lines are least square fitting results. Adapted with permission from [35] c©The
Optical Society

Fig. 4.6 Transmitted optical power as a function of probe laser wavelength detune. At a dropped
optical power close to the threshold power, the left inset displayed a sinusoidal spectrum while
at a high dropped power the spectrum displayed in the right inset was distorted by the high order
harmonics. Adapted with permission from [35] c©The Optical Society

of the gap between the tapered fiber and the microsphere, OMO can be observed as
shown in Fig. 4.6. As shown, the thermal broaden effect at the blue detuned regime
facilitates the OMO, which helps the locking in sensing experiment discussed in
later section. The insets at the bottom left of the figure shows that the OMO is single
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mode when the Pd is slightly above the threshold power. When the dropped power
increases, however, high order harmonics occurs due to the nonlinear nature of cavity
response.

To characterize OMO, we set the laser in CW mode and adjust the laser optical
power using the optical attenuator (VOA A) while keeping the off-resonance trans-
mission signal voltage at 0.6Vby adjusting the other attenuator (VOAB) accordingly.
The coupler (OC A) 1% output port is switched to an optical power meter for Pd
monitoring. We then scan the laser from lower wavelength toward cavity resonance
till the transmission signal voltage dropped by half. At each wavelength detuning
point, wemeasure Pd through the readings from the optical powermeter.Meanwhile,
transmission signal frequency spectra are collected using the spectrum analyzer and
averaged every 100 traces. Figure4.7 displays the averaged spectrum when Pd is
0.4, 1 and 1.1 mW. As shown, when Pd is at 0.4 mW, OMO is well below threshold
with large spectral bandwidth of 269 kHz and the oscillation is dominated by the
natural mechanical oscillation of the microsphere. When Pd increases to around the
threshold power of 1 mW, the linewidth gradually reduces to 61 kHz. With further
increasing Pd above threshold by as little as 0.1 to 1.1 mW, coherent regenerative
optical spring oscillation rapidly narrows down the linewidth 232Hz. As laser fre-
quency jitter noise broadens the averaged spectrum, we examine each individual
trace of the spectrum and find the narrowest linewidth to be 99Hz, corresponding to
an effective Qm of 3,884.

Fig. 4.7 RF spectra at dropped power of 1.1, 1 and 0.4 mW, least square fittings to the Lorentzian
function indicate the linewidths of the optomechanical tones to be 232 Hz, 61 kHz and 269 kHz
respectively. In the main plot, each spectrum was averaged over 100 spectral traces collected seam-
lessly at the same drop power level. The inset is the spectrum of single trace measurement. Adapted
with permission from [35] c©The Optical Society



146 W. Yu et al.

Fig. 4.8 The plot of mechanical linewidth versus dropped power, which indicates an intrinsic
mechanical linewidth of 431 kHz and an effective mechanical quality factor of Qm = 0.5 through
the linear extrapolation. Adapted with permission from [35] c©The Optical Society

According to Eqs. (4.28) and (4.29), at the dropped power well below threshold,
�′

m and�′
m are linear to the droppedpower.Whenoptical springdiminishes at Pd = 0,

they equals to the intrinsic frequency and decay rate of the cavity’s naturalmechanical
oscillation. In the inset of Fig. 4.9,we plot theOMOpeak frequency vs dropped power
(blue square markers). As indicated by Eq. (4.28), when below threshold and in blue
detuning regime (�ω > 0), the optical spring drives the peak frequency gradually
from 253 kHz at Pd = 0.3 mW to 370 kHz at 1.0 mW [71]. A linear extrapolation at
Pd = 0 (red dashed line) predicts an intrinsic mechanic frequency of fm = 199 kHz.
To obtain the intrinsic decay rate �m, we plot the linewidth (blue circles) versus
Pd in Fig. 4.8. Again, a linear extrapolation (red dashed line) predicts an intrinsic
linewidth of 431 kHz at Pd = 0. Accordingly, we obtain �m = 431 (ms)−1, yielding
a Qm = 2π fm/�m ≈ 0.5. The low intrinsic Q is expected due to the mechanical
energy dissipation to liquid.

In Fig. 4.9, we further plot the cavity mechanical energy normalized to its peak
value (blue circle markers) versus Pd. Here, the mechanical energy is calculated by
integrating the RF spectrum over the frequency interval as it denotes the oscillation
displacement. As shown in the figure, at above PT

d , the mechanical energy linearly
increases with the dropped power at a rapid rate while at below the threshold, the
energy grows slowly. This threshold is a typical “lasing” behaviour and confirms
the observed oscillation is coherent in nature. Through a linear fit to the mechanical
energy (red dashed trace), we obtain the threshold power to be 0.98 mW.

Figure4.10 further displays asmanyas 24highorder harmonicswithin a frequency
span of 10MHz in the transmission spectrum when Pd = 2.6 mW. Meanwhile the
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Fig. 4.9 Mechanical energy (normalized to the maximum value) as a function of the dropped
power. The peak frequency as a function of the dropped power is displayed in the inset and a linear
extrapolation predicts an intrinsic mechanical frequency of 198.7 kHz. Adapted with permission
from [35] c©The Optical Society

Fig. 4.10 In a separate measurement, as high as 24th order harmonics was observed in a frequency
span of 10 MHz. The inset further displayed the spectrum with a frequency span set at 1 MHz.
Adapted with permission from [35] c©The Optical Society

frequency doubling of the second harmonic is evident from the inset when the span
is set to 1 MHz.

To characterise the oscillation stability, we collect the spectrogram in Fig. 4.11
with the peak frequency plotted as the black line. Over a time interval of 392 ms,
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Fig. 4.11 Spectrogram of the optomechanical oscillation indicates a 130 Hz standard deviation of
the oscillation peak over a time span of 392 ms. Adapted with permission from [35] c©The Optical
Society

the peak frequency fluctuates at a standard deviation of 130 Hz, making it highly
attractive to detect minute frequency shift caused by single protein binding events.

4.4 Single Nanoparticle and Biomolecule Detection

4.4.1 Device Characterisation

The successful demonstration of OMO in heavy water confirms the feasibility for
biosensing.4 Our next step is to detect single silica nanoparticles and Bovine Serum
Albumin (BSA) proteins, both diluted in Dulbecco’s Phosphate-Buffered Saline
(DPBS). Similar to H2O, the optical loss of DPBS is almost 50 times higher than
D2O. To mitigate the Q degradation, the cavity diameter should be slightly larger so
that themajority portion of the light remains inside the cavity.On the other hand, if the
size of the cavity is too large, gom and reactive sensitivity will both drop. Therefore,
a numerical modelling is favorable for the determination of optimal cavity size. Our
A numerical modelling shows that with a diameter of around 100µm, a microsphere
will maintain its Q to around 6 × 106 when immersed in water, only degraded by half
compared to that immersed in D2O. Therefore, we fabricates our silica microsphere

4 Most of this section is reproduced/adapted with permission from Ref. [53]. Copyright 2016
c©Springer Nature.
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Fig. 4.12 The optical transmission spectrum of the microsphere immersed in DPBS, at a probe
laser wavelength of 974nm, with experimental data in blue and theoretical fitting in red. The input
power is maintained low enough to characterize the intrinsic optical property of device, which
exhibits an intrinsic optical Q of 4.8×106. Adapted with permission from [53] c©Springer Nature

Fig. 4.13 The optical
transmission spectrum at an
input laser power of 8.5 mW.
The coherent OMO was
excited with a threshold
power of 3.0 mW dropped
into the cavity. Adapted with
permission from [53]
c©Springer Nature

to around that diameter. Further, we measure the optical Q using the identical setup
described in previous section. In our experiment, an intrinsic optical Q of 4.8×106

(Fig. 4.12) was obtained. The close agreement between measurement and numer-
ical simulation confirms that our sample preparation and measurement procedure
virtually eliminates all excessive contaminants that could degrade the Q.

With such a high optical Q, OMO should be observable with a reasonably higher
threshold power. The transmission spectrum displayed in Fig. 4.13 shows that strong
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Fig. 4.14 The detailed spectrum of the fundamental oscillation tone, with experimental data in
blue and theoretical fitting in red. The OMO exhibits a full-width at half maximum of 0.1Hz,
corresponding to an effective mechanical Q of 2.6 × 106. Adapted with permission from [53]
c©Springer Nature

OMO is observable above a PT
d of 3.0 mW. It is also worth mentioning that the OMO

starts near the middle point of the resonance dip, which is corresponding to the high
transduction rate regime because of the slope on the Lorentzian function.

To further characterize the coherentOMO,we set the laser toCWmode and record
the transmission power spectrumuse a procedure identical to that inD2Oexperiments
as shown in Fig. 4.14. Through a least square fitting to a Lorentzian shape, we found
the OMO peaked at a frequency of 262 kHz with a linewidth of 0.1 Hz. In this case,
the effective mechanical Q becomes 2.6 × 106 was obtained, almost three orders of
magnitude higher than that recorded in D2O. Similar to D2O experiments, Fig. 4.15
shows that OMO at high dropped power also leads to a harmonic comb [71, 72].

4.4.2 OMO Frequency Versus Laser-Cavity Detuning

To verify the sensing principle, we operates the laser in constant power while increas-
ing its wavelength step by step from off-resonance toward the cavity resonance. At
each wavelength, the transmitted signals are simultaneously recorded by the oscil-
loscope and the realtime electrical spectrum analyzer. Figure4.16 shows the OMO
spectrum at all wavelength points where the strong optical spring effect results in
an OMO frequency dependent on the laser-cavity detuning. To confirm Eq. (4.30),
we plot the OMO peak frequency versus laser-cavity detuning �λ = λ − λ0 with
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Fig. 4.15 An example of the power spectral density of the cavity transmission. The fundamental
oscillation frequency is located at 262 kHz, with 6 high-order harmonics clearly visible on the
spectrum. Adapted with permission from [53] c©Springer Nature

Fig. 4.16 Spectrogram of cavity transmitted signal as a function of laser wavelength detuning
�′

λ (see Fig. 4.17 for the meaning of �′
λ), showing the detuning dependent mechanical frequency.

The proportional frequency variations at the second and third harmonics are clearly visible. Every
spectrum was averaged over 5 traces acquired continuously. Adapted with permission from [53]
c©Springer Nature
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Fig. 4.17 The OMO frequency as a function of laser-cavity wavelength detuning. The blue crosses
show the experimental data and the grey curve shows the theory. The red curve is a polynomial
fitting to the experimental data. The dashed circle indicates the operating regime for the particle
and molecule sensing, with a frequency tuning slope of d fm/d�λ = −1.5 kHz/fm at a laser-cavity
detuning of�λ = −70 fm. Inset: Recorded dropped optical power as a function of laser wavelength
detuning. This curve was used to obtain the real laser-cavity wavelength detuning �λ = λl − λ0
where λl is the laser wavelength. Adapted with permission from [53] c©Springer Nature

λ being the laser wavelength and λ0 cold cavity resonance wavelength. Note that
in Fig. 4.16, laser-cavity detuning �′

λ = λ − λ′
0 is computed from the wavelength

of the operation point to that where the dropped power returns to zero as shown in
inset of Fig. 4.17 (blue trace). Due to the strong thermal broadening in ultra-high Q
cavity, the hot cavity resonance wavelength λ′

0 deviates significantly from λ0 and
Pd versus laser detuning is not Lorentzian as expected according to Eq. (4.5) (red
trace). Therefore,�λ needs to be extracted from themeasured�′

λ using the following
equation

�λ = − λ0

2Qt

√
Pd(0) − Pd(�′

λ)

Pd(�′
λ)

, (4.46)

where Pd(0) is the optical power dropped to the cavity when the probe laser is
on-resonance.

As shown in Fig. 4.17, when the laser wavelength increases from far below cold
cavity resonance, OMO frequency (blue plus markers) increases to a peak value of
267 kHz at�λ ≈ −119 fm and then decreases quickly. A large and close-to-uniform
tuning slope of d fm/d�λ ≈ −1.5 kHz/fm is found around �λ ≈ −70 fm in the
green dashed circle. When operating in that regime, every 1-fm cavity resonance
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wavelength shift induced by a particle binding event can be transduced to an OMO
frequency change of about 1.5 kHz, almost four orders of magnitude larger than the
linewidth of optomechanical oscillation. Figure4.17 clearly shows that our transduc-
ing sensing resolution is 104 times higher than conventional cavity reactive sensing
with the same optical Q [73] and even 50 times higher than that with a cavity of
108 Q [5]. It is also worth mentioning that the higher order harmonics oscillation
frequency is multiple times larger than the OMO fundamental frequency (Fig. 4.16).
They can also be applied to detect particle bindings. In practice, the larger frequency
shifts on the higher-order harmonics allows us to use a coarser resolution bandwidth
and shorter acquisition time for spectral measurements and reduces considerably the
excessive detection noises that usually accumulates over long time interval.

In this figure, we also plot the theoretical prediction according to Eq. (4.30) as
grey curve. Further, Eq. (4.30) predicts the peak OMO frequency occurs at �max

λ =
−λ0/(2

√
3Qt). Assuming the cavity is at critical coupling condition, Qt = Q0/2 =

2.4 × 106, we estimate �max
λ = −117 fm, which is in close agreement with the

experiment observation. The slight discrepancy showing in the figure is due to that the
theoretic model is derived from perturbation theory while the strong OMO amplitude
in our experiment does not fully satisfy the underline approximation. Nevertheless,
Fig. 4.17 clearly shows that OMO frequency is dominated by the optical spring
instead of the natural mechanical oscillation of the cavity.

4.4.3 Silica Nanoparticles Detection

This subsection illustrates the results of sensing experiments on single silica nanopar-
ticles and protein molecules. For highest resolution, we set the laser-cavity detuning
within the dashed circle of Fig. 4.17. In our first set of experiments, we dilute silica
nanobeads in DPBS to various concentrations and deliver them to the microsphere in
the order from low to high concentrations. Similar to reactive sensing, a particle bind-
ing event introduces a sudden cavity resonance wavelength shift, which transduces
to the OMO frequency shift that can be detected from the transmission spectra. In our
experiment, the OMO spectra are recorded seamlessly by the spectrum analyzer to
form spectrograms. We then locate the OMO peak frequencies by fitting each spec-
trum in the spectrogram to a Lorentzian function. A step finder algorithm is further
applied to the peak frequency versus time curve to detect sudden changes of OMO
frequency from particle binding. Figure4.18a–d display typical binding signals of
11.6, 25, 50, and 85 nm radius silica nanobeads. Here all spectra are recorded at
the fundamental frequency of OMO except for the case of 11.6nm beads where the
third harmonic is recorded for higher signal-to-noise ratio as mentioned before. As
shown in Fig. 4.18a, a 11.6 nm bead binding event yields a step of 1.3 ± 0.1 kHz,
or equivalent to 0.43 ± 0.03 kHz step at its fundamental tone with an SNR of 13.
As the transduce slope is negative (∼1.5kHz/fm), a positive frequency step implies
an increase of the cavity resonance wavelength, which suggests a 11.6nm silica
bead binds to the surface of the cavity. Figures4.18b–d show frequency steps of
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Fig. 4.18 a–d Typical mechanical spectrograms for the binding events of silica beads with average
radii of 11.6, 25, 50, and 85 nm, where a shows that of third harmonic and b–d show those of the
fundamental oscillation frequency. e–h The histograms of the normalized frequency steps δ fm/ fm.
Adapted with permission from [53] c©Springer Nature

−1.7 ± 0.3 kHz, 3.5 ± 0.9 kHz, and 6.8 ± 0.4 kHz of the 25, 50 and 85nm beads
respectively, where all positive frequency steps suggest binding events while nega-
tive steps unbinding. According to the numerical simulation, direct contribution of
particle binding tomeff is negligible since themasses of the nanobeads (∼0.01 − 5 fg
depending on particle radius) are more than 9 orders of magnitude smaller than the
effective mass of the cavity (∼1µg). Therefor, the OMO frequency shifts by particle
bindings are overwhelmingly from the optical spring transduction.
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Fig. 4.19 The corresponding cavity resonance shifts induced by the particle binding as a function of
bead radius. The color bars show the probability density functions of the recorded cavity resonance
wavelength shifts induced by particle binding, where the bar width indicates the standard deviation
of the bead size (provided by the manufacturer) and the color map indicates the magnitude of
probability density. The red circles indicate the recorded maximum wavelength shifts of the cavity
resonance. The dashed curve shows the theoretical prediction. Adapted with permission from [53]
c©Springer Nature

To investigate the statistical properties of binding,wecollected500, 121, 521, 389,
1, 335, 415, and 758, 728 spectra in 11.6, 25, 50, and 85nm beads expereiments.
Among them, 1, 690, 2, 043, 2, 685, and 2, 558 frequency steps whose SNR exceed-
ing unity are identified. Figure4.18e–h show the histograms of the frequency steps
normalized to OMO peak frequencies, δ fm/ fm. Among all frequency steps, we
also found maximum OMO frequency shifts of δ fm/ fm = (1.4 ± 0.4) × 10−3,
(−7.8 ± 1.5) × 10−3, (1.3 ± 0.3) × 10−2, and (−2.3 ± 0.6) × 10−2 for 11.6 nm,
25 nm, 50 nm, and 85 nm radius beads. Further, using the transduction rate
d fm/d�λ = −1.5 kHz/fm, we estimated the corresponding cavity resonance wave-
length shifts δλ and plot the probability density function of their absolute values as
color bars in Fig. 4.19. The maximum wavelength shifts of |δλ|/λ0 = 2.6 × 10−10,
1.2 × 10−9, 2.4 × 10−9, and 4.6 × 10−9 for the four sizes of beads are also plotted
as red circles in the figure.

Further, we numerically computedmaximumwavelength steps using perturbation
method and plot them as the green dashed line [74]. A comparison to the experiment
results (red circles) shows that our experiments agree with the numerical results
on small beads (11.6 and 25nm) while at larger bead radii (50 and 85nm), the
experiment values are consistently smaller. This is because large bead binding on the
cavity degrades the cavity optical Q noticeably. For example, a 85nm bead binding to
the equator of a 100µm microsphere would cause the optical Q droop to 2.7 × 104.
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According to Eq. (4.30), the optical spring oscillation frequency depends on both the
laser-cavity detuning and the optical Q. Therefore, the degradation of cavity Q leads
to a smaller shift of OMO frequency.

4.4.4 Single Protein Molecules Sensing

The demonstrated detection on single silica nanobeads at high SNR establishes the
confidence for single protein molecule detection. In the next experiment, we selected
BSA (Biovision, Cat. 2119-10) diluted in DPBS as our sensing target. The suspen-
sion was delivered around the microsphere sensor, with the concentration gradu-
ally increased from 0 to 10 nM. Compared to the silica beads experiments, the
excessive noises from the unwanted molecules slipping through the cavity surface
were significantly reduced. To further improve the sensitivity, we again monitor the
third order harmonic of frequency steps for detection. Figure4.20a shows a max-
imum frequency step of −0.67 ± 0.04 kHz with an SNR of 16.8, corresponding
to a step of −0.22 ± 0.01 kHz at the fundamental oscillation tone. In this exper-
iment, we recorded a total of 145, 407 spectra and found 1, 785 frequency steps.
Figure4.20b displays the histogram of the normalized frequency steps with the max-

Fig. 4.20 a A typical mechanical spectrogram recorded at the third harmonic of the oscillation
tone, capturing the event of a BSA protein molecule detaching from the silica microsphere surface
at 38 s, with a clear frequency step (inset) of −0.67 ± 0.04 kHz. b The histogram of the normalized
frequency steps. c Amechanical spectrogram in the absence of protein molecules. d The histogram
of the normalized frequency steps. Adapted with permission from [53] c©Springer Nature
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imum step of δ fm/ fm = (−7.6 ± 0.4) × 10−4, corresponding to a cavity resonance
shift of |δλ| = 0.15 fm.

As a control experiment, we also collected spectra from pure DPBS. The spectro-
gram shown in Fig. 4.20c indicates the OMO is stable. Further, the histogram of all
118 steps found by our program displayed in Fig. 4.20d shows the baseline noise is
well below the signal detected in BSA experiments. This observation clearly proves
the capability of sensing single BSA molecules with a molecule weight of 66 kDa.
By assuming the resonance shift is proportional to the mass (or equivalently, to the
volume) of the protein [75], we derive that our current set-up is capable of detecting
proteins as small as 3.9 kDa with an SNR above unity.

The double digit SNR for BSA molecule detection and the predicted 3.9 kDa
sensitivity demonstrated the astounding sensitivity of optical spring sensors. Note
that improvements can be further made to significantly increase the sensitivity. For
example, in our current setup, the external cavity laser used in our experiments pro-
duces large frequency jitter noise that is transduced to OMO frequency noise and
limits the detection sensitivity. With the future adoption of advanced frequency lock-
ing circuitry can further improve the sensing resolution by ∼100 times to around
δλ/λ0 ∼ 10−14. On the other hand, the optical Q can be increased to above 108 if a
visible laser is employed [5], which would further improve the sensing resolution by
more than one order of magnitude. Further, the proposed approach does not needs
additional sensing element such as plasmonic nanoantenna [31–33] attached to the
device. Therefore, it is capable of utilizing the entire effective sensing area offered by
a whispering-gallery microcavity which is more than five orders of magnitude larger
than that with a plasmonic strucutre. Moreover, an incorporation of a plasmonic
nanoantenna can enhance the cavity resonance wavelength shift by orders of magni-
tude and consequently transducing to the OMO frequency shift by the same order of
magnitude. These future improvements would enable detecting small molecules and
atoms with a mass down to sub-Dalton level in cryogenic environment, with a great
potential for dramatically advancing the capability of sensing to an unprecedented
level. In particular, as the molecule binding occurs during the coherent mechanical
motion of the sensor, controlling themotion pattern of the coherent OMO (amplitude,
phase, time waveform and so on) may function as a unique paradigm to study/control
the mechanical properties of molecule binding and unbinding. This, in combination
with certain functionalization of the sensor surface [76] and with implementation
of potentially versatile optomechanical motions [54], may offer a unique multifunc-
tional biomolecule toolbox that is not only able to observe cellular machineries at
work, but also to selectively manipulate single-molecule interactions.

Additionally, although we focus here on the particle and molecule sensing, the
demonstrated optical spring sensing principle can be applied for other physical sens-
ing applications [77], such as inertial sensing [78, 79], electromagnetic field sens-
ing [80], gas sensing [81] and so on, which are based upon sensitive detection of
optical cavity resonance shifts induced by external physical perturbations. There-
fore, we expect the demonstrated optical spring to be of great promise for broad
applications beyond the particle and molecule sensing itself.
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Chapter 5
Quantum Optical Theories of Molecular
Optomechanics

Mohsen Kamandar Dezfouli and Stephen Hughes

Abstract We present several quantum optics models to describe regimes of
molecular optomechanics for single molecules coupled to plasmonic cavity sys-
tems and show how this relates to surface enhanced Raman spectroscopy (SERS).
We first present a general-medium open system picture of single molecule SERS
(or molecular optomechanics) in a system-bath approximation, and show how the
detected Raman spectrum originates from an interplay of nonlinear light generation
and propagation. We apply this theory to study several different resonator systems
whose cavity modes are described through a quasinormal theory of open cavities,
and identify important limits of commonly used electric-field rules for Raman signal
enhancement. Second, in the good cavity limit, we present a quantum optics picture
of off-resonant SERS to explore molecular optomechanics in the sideband-resolved
regime, where the cavity-emitted spectrum results in anharmonic resonances. This
latter regime exploits hybrid metal-dielectric resonators, which yield deep sub-
wavelength plasmonic confinement and dielectric-like quality factors. Finally, we
present a generalized master equation approach to describe resonant SERS in the
strong coupling regime of cavity-QED, while also in the ultrastrong vibrational cou-
pling regime, and show several applications of the theory, including signatures of
phonon-dressed polaritons in the emission spectrum.
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5.1 Introduction

Photons interacting with molecules can induce spontaneous Raman scattering [1],
causing light scattering at phonon-shifted frequencies with respect to the excitation
laser frequency, manifesting in nonlinear Stokes (red shifted) and anti-Stokes (blue
shifted) signals (see also Chap.2.12). While most Raman experiments involve very
small scattering cross-sections, surface-enhanced Raman spectroscopy (SERS) with
metal nanoparticles (MNPs) can enhance the Raman emission from molecules by
many orders ofmagnitude [2–11], leading to applications in sensing technologies and
fundamental quantum optics. Furthermore, localized surface resonances fromMNPs
facilitate extreme spatial confinement of the electromagnetic fields, well below the
diffraction limit, which has enabled SERS to emerge as a powerful tool for identifying
different molecules and proteins down to the single molecule level [5, 6, 11–13],
and even observation of single atomic ions [14] as discussed in Chap.2. There are
also significant advances being made to explore the fundamental precision limits
of biosensing due to the quantization of light, e.g., using evanescent biosensors
for single-molecule detection [15] (see Chap. 1). Single molecules and engineered
optical fields can give rise to extremely rich regimes for light-matter interactions and
quantum optics in open systems, but one in which losses and molecular back-action
can form a significant part of the system.

As a first approximation, SERS can be viewed as a simple enhanced nonlinear
scattering process, and one commonly adopted scaling rule assumes the total Raman
signal scales with the field enhancement at the laser frequency, ωL , as well as field
enhancement at the Raman frequency, ωR , yielding a total enhancement factor of [9]

EF (ωR, ωL) ∝ |E (ωR)|2 |E (ωL)|2
|E0 (ωR)|2 |E0 (ωL)|2

, (5.1)

which is termed the E4 electric-field law for SERS enhancement. Many theoreti-
cal approaches have been used to describe SERS in plasmonic environments [16–
23], including density functional theory [18, 21]. Recent work has described how
Raman scattering of single molecules in MNP cavities can also be seen as a model
for molecular optomechanics [24–26], induced by an intrinsic optomechanical cou-
pling between the localized surface plasmon resonance and the molecular vibrations.
Figure5.1 shows a molecular energy diagram for a single molecule coupled to an
optical cavity mode (e.g., from a localized plasmon), and depicts how it can be
viewed in the same way as a stereotypical optomechanical coupling problem with a
1D cavity mode in the presence of a vibrating mirror [24].

There has also beenmuch interest in using plasmonic structures to study emerging
regimes of quantum plasmonics [27–32], including pulsed molecular optomechanics
[33]. Pulsed optomechanics has also been used to explore quantum optomechanics
beyond the quantum coherent oscillation regime [34]. However, strong optomechan-
ical coupling at the few photon regime, which allows nonlinear quantum optical
effects such as the single photon blockade [35, 36], remains largely unexplored in

http://dx.doi.org/10.1007/978-3-030-90339-8_2
http://dx.doi.org/10.1007/978-3-030-90339-8_1
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Fig. 5.1 aMolecular energy level diagram showing two photon manifolds (n = 0, 1) with phonon
states (k), where the n = 1 photon manifold has a normalized displacement (d0) and a polaronic
frequency shift (−�P). bMetal dimer with an oscillating molecule, represented through b̂, ωm , and
a cavity mode profile of the localized plasmon mode (formally a quasinormal mode, represented
with â, ωc), and an analogue optomechanics system using a simple 1D cavity with a vibratingmirror

the context of SERS, and new ideas with hybrid resonator systems are now emerg-
ing [37, 38].

Various photonic systems can be used to enhance SERS and molecular optome-
chanics, including plasmonic resonators [12, 13, 30, 42, 43], waveguide geometries
[44–46], and hybrid material systems [47–50]. A few example systems are shown
schematically in Fig. 5.2. In order to be able to describe a wide range of different
photonic systems, we need accurate and flexible theoretical formalisms.

In this chapter, we present several theoretical techniques for studying molecular
optomechanics and single molecule SERS for plasmonic cavity systems, with a com-
mon theme of using formalisms from the viewpoint of open system quantum optics.
We first present a quantum optical theory of SERS in a system-bath approximation,
and show how the Raman spectrum stems from an interplay of nonlinear light gen-
eration and light propagation. We also identify the limits of the E4 electric-field rule
for Raman signal enhancement for low pump powers, and derive a different E8 rule
at higher pump powers. We derive a quantum master equation where the general
photonic system (e.g., lossy and inhomogeneous) is treated as a photonic bath. The
photonic bath function is implicitly contained in the electric-field Green function.We
thenuse this theory to investigate a selection of resonator systemswhose cavitymodes
are conveniently described through quasinormal modes (QNMs) [51, 52]. Second,
we study molecular optomechanics in a strong vibrational coupling regime, where
the cavity modes are quantized at the system level, without any form of linearization
for the optomechanical coupling. Although the significant dissipation inherent to
MNPs can prevent accessing such a regime, hybrid plasmonic devices, consisting of
dielectric and metal parts, offer extra design flexibility in terms of the resonance line
shapes and cavity mode properties [41, 47, 48, 53, 54], where the system-bath theo-
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Fig. 5.2 a Schematic of the main resonances involved in SERS where a single molecule of interest
is coupled to a plasmonic resonator or any general photonic environment. The broad (and in general
non-Lorentzian) plasmonic response is shownwhere the Stokes and anti-Stokes signal are enhanced
according to a frequency dependent coupling strength. b–d Schematics of example plasmonic
structures, including a metal-dimer nanoantenna [39], a metal slot waveguide [40], and a hybrid
metal-dielectric cavity [41]. For further discussion of the latter, see Chap. 2

ries break down.We describe how such a system can yield anharmonic emission lines
in the sideband-resolved regime of the cavity-emitted spectrum. Finally, we explore
resonant SERS in the strong coupling regime of cavity-QED [55]. In this latter study,
we use a more advanced generalized master equation that includes realistic baths for
the cavity mode, vibrational mode, and the resonant two level system (TLS).We then
explore how phonon interactions modify the cavity-QED polariton states. We also
show the impact of TLS pure dephasing and demonstrate the clear failure of using
standard master equations without properly accounting for the system-bath coupling
dynamics.

5.2 Quantum Optics Model of Single Molecule SERS Using
a System-Bath Master Equation Approach

In this section,we describe an open-systemquantumopticsmodel to derive analytical
expressions for the detected Stokes and anti-Stokes intensities of single molecules
coupled to a general photonic medium [26]. The theory applies to a wide range of
photonic geometries, including cavities and waveguides. We adopt a master equa-
tion approach [56–58], where the photon Green function appears directly, which
includes the full frequency dependence of the medium, including light propagation
and quenching effects.

http://dx.doi.org/10.1007/978-3-030-90339-8_2
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Importantly, the theory uses a quantum field theory that is valid for any inhomo-
geneous and lossy medium [59, 60]. We include the vibrational mode (or phonon
mode) at the system level and trace out the field operators in a bath approximation;
however, we still treat the bath interaction in a self-consistent way. Using the mas-
ter equation, and the quantum field theory, we then derive a simple and transparent
analytical formula for the emitted SERS spectrum, and we use this to connect to
approximate SERS theories in the literature, and point out their limitations.

We subsequently apply the theory to model single molecule SERS from several
resonator structures, including a metal dimer resonator made of two gold cylindrical
nanorods (which has good quantum efficiency [39]) as shown in Fig. 5.1b (and also
Fig. 5.2b). We then study a more complex hybrid photonic-plasmonic system, where
the dimer is on top of a photonic crystal nanobeam cavity (see Fig. 5.2d). The optical
cavity modes of these resonator systems are obtained using a powerful QNM theory,
which allows the Green function to be obtained analytically in terms of a QNM
expansion.

5.2.1 System Hamiltonian, Photonic Green Function and
Interaction Hamiltonian for the Raman Induced Dipole

Here we introduce the system Hamiltonian, including the molecular vibrations of a
given frequency, the photon bath of the photonic medium, and discuss the Raman
interaction between phonons and the electromagnetic fields. We then present the
quantized electric field operator for an arbitrary plasmonic/photonic environment,
the photonicGreen function, aswell as the induceddipole through theRamanprocess.

Themolecular vibrational mode is treated as a quantized harmonic oscillator, with
the corresponding Hamiltonian (cf. Fig. 5.1b)

Hm = �ωmb̂
†b̂, (5.2)

where b̂ and b̂† satisfy Bosonic commutation rules,
[
b̂, b̂†

]
= 1, and ωm is the vibra-

tional mode frequency. For simplicity, we assume that there is only one vibrational
mode (or phonon mode) of interest, though the theory can easily include multiple
vibrational modes. The Hamiltonian for the fields, which is valid for an arbitrary
inhomogeneous and lossy medium, is expressed in terms of a continuum of field
operators, f̂ (r, ω), with [59, 60]

Hph = �

∫
dr

∫ ∞

0
dω ω f̂† (r, ω) f̂ (r, ω) , (5.3)

where [
f̂ (r, ω) , f̂†

(
r′, ω′)] = 1 δ

(
r − r′) δ

(
ω − ω′) . (5.4)
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For any general medium described by the complex permittivity function ε (r, ω),
the electric-field operator is [59, 60]

Ê (r, ω) =
∫

dr′G
(
r, r′;ω

) ·
√

�

πε0
Im {ε (r′, ω)} f̂ (

r′, ω
)
, (5.5)

where the two space-point Green function satisfies

∇ × ∇ × G
(
r, r′;ω

) − ω2

c2
ε (r, ω)G

(
r, r′;ω

) = ω2

c2
1 δ

(
r − r′) , (5.6)

subjected to appropriate boundary conditions.
Assuming a dipole interaction between the fields and the molecule, the induced

Raman polarization is
p̂R = α̂R · Ê (rm) , (5.7)

where α̂R is the Raman polarizability tensor of the molecule, which can be expressed
in terms of the Raman tensor of the molecule, R, through [9]

α̂R = R

√
�

2ωm

(
b̂ + b̂†

)
, (5.8)

and Ê (rm) is the total electric field operator at the molecule location rm ,

Ê (r) =
∫ ∞

0
dω Ê (r, ω) + H.c. (5.9)

Subsequently, the interaction Hamiltonian is

Hint = −p̂R · Ê (rm) = −
√

�

2ωm

(
b̂ + b̂†

)
Ê (rm) · R · Ê (rm) . (5.10)

Note the general structure of the total Hamiltonian is similar in form to the simple
coupled-mode approaches [25, 61], which we discuss in more detail later.

5.2.2 Pump Field Enhancement Simplified Interaction
Hamiltonian

We now derive the pump field enhancement term and use that to obtain a simplified
version of the interaction Hamiltonian.
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For the optical pump term, we assume a continuous wave (CW) drive, treated as a
c number, with amplitude F0 and frequency ωL . This classical pump model is equiv-
alent to the common linearization procedures [25, 62]. Accounting for scattering
from the pump field, the effective field at the molecule position is

Fp (rm, t) = η
[
F0 (rm) e−iωL t + F∗

0 (rm) eiωL t
]
, (5.11)

where η is the field enhancement factor, obtained from Green function theory:

η = 1 +
∫
V [ε (r, ωL) − εB]n · G (rm, r;ωL) · F0 (r) dr

n · F0 (rm)
, (5.12)

where V is the volume of the scattering geometry, εB is the background medium
dielectric constant, and n is a unit vector that represents the direction of the induced
Raman dipole (which will depend on the dominant Raman tensor element, Rnn). We
highlight that η depends on the molecule location (rm) as well as the laser frequency
(ωL ).

The interaction Hamiltonian can then be written, within a rotating-wave approx-
imation, as

Hint = −Rnnη

√
�

2ωm

(
b̂ + b̂†

) {∫
dω

∫
d3r

[
n · F∗

0 (rm)
]
eiωL t

× n · G (rm, r;ω) ·
√

�

πε0
Im {ε (r, ω)} f̂ (r, ω) + H.c.

}
. (5.13)

5.2.3 General Quantum Master Equation Using a Photonic
Bath Approximation

Introducing a time-local master equation in the interaction picture (tilde represents
the interaction picture), and using a Born-Markov approximation, we start from [56,
57]

∂ρ̃ (t)

∂t
= − 1

�2

∫ t

0
dτ TrR

{[
H̃int (t) ,

[
H̃int (t − τ) , ρ̃ (t) ρR

]]}
, (5.14)

where ρ̃ is the reduced density matrix in the basis of molecular vibrations, ρR is
the plasmonic bath density operator, and H̃int is the interaction Hamiltonian in the
interaction picture. We will also assume the following bath approximations:
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TrR
{
f̂† (r, ω) f̂

(
r′, ω′) ρR

}
= 0,

TrR
{
f̂ (r, ω) f̂†

(
r′, ω′) ρR

}
= 1 δ

(
r − r′) δ

(
ω − ω′) . (5.15)

If we now transform the Hamiltonian (5.13) to the interaction picture, and substi-
tute into the master Eq. (5.14), we obtain the reduced density matrix of the system,1

∂ρ̃

∂t
= Jph (ωL + ωm)

(
2b̂ρ̃b̂† − b̂†b̂ρ̃ − ρ̃b̂†b̂

)

+ Jph (ωL − ωm)
(
2b̂†ρ̃b̂ − b̂b̂†ρ̃ − ρ̃b̂b̂†

)
, (5.16)

where Jph(ω) is defined through

Jph (ω) ≡ R2
nn |η|2 |n · F0|2

2ε0ωm
Im {Gnn (rm, rm;ω)} , (5.17)

which includes the effects of the Raman tensor element, the medium local density
of states (LDOS), and the enhancement factor of the pump field. Note that Jph has
the same units as γ (a rate).

In Eq. (5.16), the first term represents the Stokes signal (emitted at ωL − ωm), and
is proportional to Jph (ωL + ωm); while the second term represent the anti-Stokes
signal (emitted at ωL + ωm), which is proportional to Jph (ωL − ωm). Consequently,
the Stokes (anti-Stokes) emission depends on the plasmonic enhancement through
the projected LDOS at the anti-Stokes (Stokes) frequency. This may seem contrary
to the commonwisdom that SERS involves a field enhancement at the corresponding
frequencies for both Stokes and anti-Stokes signals, but the actual detected signal
also depends on light propagation effects as well as pump enhancement effects (at the
laser frequency), as will be made clear later. Note also that while the unusual mixed
LDOS features may seem surprising, similar effects often occur in the domain of
quantum nonlinear optics, e.g., a similar non-trivial LDOS coupling has been noted
with the Mollow triplet spectrum emitted from TLSs coupled to metal resonators,
where the center peak width of the Mollow triplet depends only on the LDOS at the
two side peaks and not on the LDOS at the laser frequency [63].

To obtain the full master equation, we also account for the coupling of the Raman
vibrations to the thermal environmental, by using additional Lindblad terms asso-
ciated with thermal dissipation and incoherent pumping [25]. We then derive the
following master equation for the total molecule-photonic system:

1 To obtain Eq. (5.16) from Eq. (5.14), the upper limit in the time integral has been extended to
infinity, as the time scale for system changes are much longer than the bath correlation time.
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∂ρ

∂t
= −iωm

[
b̂†b̂, ρ

]
+ Jph (ωL + ωm)

(
2b̂ρb̂† − b̂†b̂ρ − ρb̂†b̂

)

+ Jph (ωL − ωm)
(
2b̂†ρb̂ − b̂b̂†ρ − ρb̂b̂†

)

+ γm
(
n̄th + 1

) (
2b̂ρb̂† − b̂†b̂ρ − ρb̂†b̂

)
+ γmn̄

th
(
2b̂†ρb̂ − b̂b̂†ρ − ρb̂b̂†

)
,

(5.18)

where the thermal population of the vibrational mode is

n̄th = 1

exp (�ωm/kBT ) − 1
, (5.19)

where T the bath temperature, and kB the Boltzmann constant. Note that the density
operator has now been transformed back to the usual Schrödinger picture.

5.2.4 Analytical Expression for the SERS Spectrum

Using the general mediummaster equation, Eq. (5.18), we now seek to derive an ana-
lytical expression for the detected spectrum for the case of a CW excited molecular-
cavity system.

The detected spectrum, at position rD, is obtained from

S (rD, ω) ≡
〈
Ê† (rD, ω) · Ê (rD, ω)

〉
, (5.20)

where we assume a point detector. The electric field operator includes the effects of
propagation through the Green function, and is obtained from [64]

Ê (rD, ω) = 1

ε0
G (rD, rm;ω) · p̂R (rm;ω) . (5.21)

Using the electric field operator and the molecular polarization equations intro-
duced earlier, we derive the detected spectrum as

S (rD, ω) = �R2
nn |η|2 |n · F0|2

2ωmε20
|G (rD, rm;ω) · n|2 S0 (ω) ,

≡ A(η,F0) |G (rD, rm;ω) · n|2 S0 (ω) , (5.22)

where A(η,F0) accounts for the enhancement factor, the two-space-point Green
function accounts for light propagation (from the molecule to the detector), and the
third term, S0 (ω) = Sst0 (ω) + Sas0 (ω), is the emitted spectrum, that includes a sum
from the Stokes process, Sst0 (ω), and the anti-Stokes process, Sas0 (ω).
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The emission contributions are obtained from [63, 65]2

Sst0 (ω) ≡
〈
b̂ (ω) b̂† (ω)

〉
= Re

{∫ ∞

0
dτei(ω−ωL )τ

〈
b̂ (t) b̂† (t + τ)

〉}
, (5.23)

and

Sas0 (ω) ≡
〈
b̂† (ω) b̂ (ω)

〉
= Re

{∫ ∞

0
dτei(ω−ωL )τ

〈
b̂† (t) b̂ (t + τ)

〉}
. (5.24)

Using the quantum regression theorem [56], and the general master equation,
Eq. (5.18), these can be solved analytically to give:

Sst0 (ω) = Re

{
i
[
γm

(
n̄th + 1

) + Jph (ωL + ωm)
]

[
ω − (ωL − ωm) + i

(
γm + �Jph

)] (
γm + �Jph

)
}

, (5.25)

Sas0 (ω) = Re

{
i
[
γmn̄th + Jph (ωL − ωm)

]
[
ω − (ωL + ωm) + i

(
γm + �Jph

)] (
γm + �Jph

)
}

, (5.26)

where �Jph = Jph (ωL + ωm) − Jph (ωL − ωm).
We next discuss some general trends from the analytical formulas, Eqs. (5.22)

(detected spectrum), and (5.25)–(5.26) (emitted Stokes and anti-Stokes spectra),
including the role of an increasing pump power. For example, let us consider the
Stokes emission given in Eq. (5.25): In the low pump limit, the Jph contribution will
be relatively small, and the maximum Stokes generation is simply

Sst0 (ωL − ωm) �
n̄th + 1

γm
, (5.27)

which is independent of Jph. However, in the strong pump limit, assuming �Jph is
small compared to γm , the Stokes emission is then

Sst0 (ωL − ωm) �
Jph (ωL + ωm)

γ 2
m

, (5.28)

which depends on the pump power as well as the LDOS (see Eq. (5.17)). Similar
arguments can be made for the anti-Stokes signal shown with Eq. (5.26).

Interestingly, we see that the Green function enters our formalism twice: once
at the emission stage and once for light propagation to the detection point. The
former effect samples the LDOS as the dressed resonances, while the latter is a linear
propagation effect, which also includes quenching (at the excitation laser frequency).
These combined effects approximately recover the expected E4 enhancement rule

2 For this section, we have neglected 〈b̂(ω)b̂(ω)〉 and 〈b̂†(ω)b̂†(ω)〉 terms as they are associated
with higher-order Raman intensities.
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for SERS at low pump powers, but also lead to a E8 enhancement rule at high pump
power.

5.2.5 Coupled Mode Quantum Optomechanical Model with
Simple Lindblad Decay Processes

It is useful to connect our general medium approach to simpler coupled mode for-
malisms that have been used in the literature, e.g., Refs. [25, 61]. The two-mode
system Hamiltonian, including a cavity pump term with Rabi frequency �, is

Hs = �ωcâ
†â + �ωmb̂

†b̂ + �g â†â
(
b̂ + b̂†

)
+ i��

(
â eiωL t − â†eiωL t

)
, (5.29)

where â and â† are the MNP cavity mode operators and g is the cavity-molecule
optomechanical coupling factor, assumed now to be for a single cavity mode.

The corresponding master equation, including the cavity decay rate γc (half width
at half maximum, see next subsection on QNMs for more details), is

dρ

dt
= − i

�
[Hs, ρ] + γc

(
2âρâ† − â†âρ − ρâ†â

)

+ γm
(
n̄th + 1

) (
2b̂ρb̂† − b̂†b̂ρ − ρb̂†b̂

)
+ γmn̄

th
(
2b̂†ρb̂ − b̂b̂†ρ − ρb̂b̂†

)
,

(5.30)

which can be solved numerically in a basis of N cavity (plasmon) photons.
The cavity emitted spectrum is computed from

S (ω) = ω4 Re

[∫ ∞

0
dτ ei(ω−ωL )τ

〈
â† (t) â (t + τ)

〉]
, (5.31)

where the quantum regression theorem can be used to compute the two-time correla-
tion function

〈
â†(t)â(t + τ)

〉
. Alternatively, using a linearization procedure [25, 66],

one can readily solve the equations analytically, which is the approach we follow in
the numerical results Sect. 5.2.7 when comparing with our general master equation
solution.

We note the two mode spectrum here does not include the full propagation effects
from the lossy medium, and the additional ω4 term is used to account for a simple
dipole propagation argument for far field detection. Clearly, our arbitrary medium
approach is muchmore general, as it can also be used to model the detected spectrum
as a function of distance, including the fuell spatial regimes in the near field, and it
is not restricted to simple cavity modes.
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5.2.6 Quasinormal Modes, Green Function Expansions, and
Purcell Factors for Two Example Resonators

Here we briefly discuss the use of QNMs and the QNM expansion technique for
the Green function, which that can be used to describe a general open cavity sys-
tem. Extensions of the arguments given below to other plasmonic structures such
as waveguides and slabs is straightforward, when the appropriate alternative Green
function expansion is used. For example, a detailed study of SERS enhancement
using plasmonic slot waveguides using this theory is presented in Ref. [40], which
employs a waveguide Green function approach. We will also show how these QNM
properties can be used to rigorously connect to the medium LDOS and the Purcell
factor of an embedded quantum emitter or dipole.

The electric-field QNMs, f̃μ(r), are solutions to the Helmholtz equation,

∇ × ∇ × f̃μ (r) −
(

ω̃μ

c

)2

ε(r, ω̃μ) f̃μ (r) = 0, (5.32)

where ω̃μ = ωμ − iγμ is the complex eigenfrequency, and ε(r, ω) is the dielectric
function, which is in general complex. The open boundary conditions ensure the
Silver-Müller radiation condition [67], and the quality factor of each resonance is
Qμ = ωμ/2γμ. Note that the complex part of the eigenfrequency accounts for both
radiative losses as well as nonradiative losses (such as Ohmic losses). The normal-
ization of the QNMs can be done in different ways [68–70], and additional care is
needed as the QNMs spatially diverge because of the open boundary conditions,
which is a consequence of solving a non-Hermitian eigenvalue problem.

To obtain a general definition of the Purcell factor for a point dipole emitter in
an arbitrary medium (i.e., the enhanced spontaneous emission rate), we require the
Green function, defined in Eq. (5.6). The normalized QNMs can be used to construct
theGreen function for locations near (orwithin) the scattering geometry through [71–
73]

G (r, r0, ω) =
∑

μ

Aμ (ω) f̃μ (r) f̃μ (r0) , (5.33)

with Aμ (ω) = ω2/2ω̃μ

(
ω̃μ − ω

)
or Aμ(ω) = ω/2(ω̃μ − ω); note that these are

related through a sum relationship [73].
Considering a dipole emitter at location r0, with dipole moment d (=dnd), then

the classical spontaneous emission rate is [51]

(r0, ω) = 2

�ε0
d · Im{G(r0, r0, ω)} · d, (5.34)

and the generalized Purcell factor is [51, 74]



5 Quantum Optical Theories of Molecular Optomechanics 175

FP(r0, ω) = 1 + total(r0, ω)

0(r0, ω)
, (5.35)

where 0(r0, ω) = 2
�ε0

d · Im{G0(r0, r0, ω)} · d, and G0 is the Green function for a
homogeneous medium. Note that the factor of 1 is included for convenience, and
whose origin is from the background Green function contribution for dipoles outside
the resonator [72].

For the cavity structures investigated below, the QNMs can be obtained from an
efficient dipole scattering approach in complex frequency [75],which is essentially an
inverse Green function approach.We implement such an approach in COMSOL. The
total Green function can also be obtained numerically from the full dipole response
(namely, without any modal approximation), which we also carry out in COMSOL
to check the accuracy of the QNM expansions and mode approximations.

As a first resonator example, we consider a nanorod gold dimer where each
nanorod is a cylinder with radius rr = 10 nm and height hr = 80 nm; see Fig. 5.3a
for a top down schematic. The dimer is assumed to be in free space and the Drude
model is used to model its dispersive and lossy behavior through

ε(ω) = 1 − ω2
p

ω(ω + iγp)
, (5.36)

where the plasmon frequency and the collisional decay rate are ωp = 8.29 eV3 and
γp = 0.09 eV, respectively. In the same figure, we show the computed spatial profile
of the QNMwhere a significant field mode is formed between the 20nm gap.We also
plot the corresponding Purcell factor for a y-polarized dipole emitter at the center of
the dimer gap.We clearly see a singleQNMbehavior over awide range of frequencies
centered at ωc = 1.78 eV, with a corresponding quality factor of Q = 13. We stress
that the blue solid line employed Eq. (5.35) with no fitting parameters at all, and the
red dashed line is a full numerical dipole result (with no mode approximations). The
analytical QNM theory is thus quantitatively accurate [26, 41].

Next, we consider the same dimer on top of a photonic crystal nanobeam cavity,
as shown in Fig. 5.3b. The nanobeam cavity, studied in [41], is modeled as silicon-
nitride with a refractive index of n = 2.04, where the height is h = 200 nm, and the
width isw = 367 nm. This design uses amirror section aswell as a taper section [41],
to yield a high quality factor of Q = 3 × 105, with resonance frequency ωc = 1.62
eV. As a consequence of the coupling between the dimer and photonic crystal cavity,
a strong hybridization of the individual modes occur. The resonance frequencies
(real part) of the two hybridized QNMs are ω1 = 1.64 eV and ω2 = 1.61 eV, with
the corresponding quality factors of Q1 = 15 and Q2 = 55, respectively.

In Fig. 5.3b, we show the spatial profile of the first QNM with a lower Q, where
mixing of the individual modes (MNP and photonic crystal parts) is seen. A similar
feature is also observed for the other QNM with the higher Q. When both of the

3 We use units of � = 1 if quoting ω (or rates) in eV, to maintain consistency with the graphs shown
in this section.
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Fig. 5.3 a Two cylindrical gold nanorods which form a single mode plasmonic resonance. The
three sub-figures show the dimer schematic, projected on xy plane, the spatial map of the dimer
QNM, and the Purcell factor for a y-polarized dipole in the middle of the dimer gap. b The same
dimer is now placed on top of a photonic crystal nanobeam cavity and 5nm away from the surface
of the beam to form a hybrid system. The three sub-figures show the top view of the hybrid device,
projected to xy plane, the spatial map of one of the system QNMs, and the Purcell factor, again
with a y-polarized dipole in the middle of the dimer gap. The blue-solid curve is calculated using
the QNM expansion of the Green function where the red-dashed curve is the full numerical dipole
calculations. Reproduced from with permission from Ref. [26]. Copyright (2017) American
Chemical Society

hybrid QNMs are used, an accurate representation of the system LDOS is obtained
over a wide range of frequencies as shown in the same figure. For the hybrid LDOS,
we obtain a significant interference regime between the twomainQNMs,whichman-
ifests in a strong and non-trivial modification of the spontaneous emission rate [41].

It is worth mentioning that the QNMs for both of these resonator systems (dimers
and hybrid-dimers) have recently been quantized [76] (namely, quantized while fully
accounting for the QNM losses), with a remarkably good agreement with the semi-
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classical results; this work also highlights regimes where the usual quantized mode
theories (such as the dissipative Jaynes-Cummings models) can completely fail, e.g.,
for describing the Fano resonance feature of the hybrid coupling regime [76]. Fea-
tures unique to a fully quantized QNMmodel have also been recently explored, well
beyond the bad cavity limit [77].

We can now use the analytical QNM theory to connect to the the E4 scaling rule
for the SERS spectrum. From Eq. (5.22), we first consider the enhancement at the
laser pump frequency through η. We consider a single QNM expansion of the Green
function, Eq. (5.33), using f̃ (r). Assuming an initial pump field that is polarized
along n, η becomes

η = A (ωL)
[
n · f̃ (rm)

] {∫
[ε (r, ωL) − εB] f̃ (r) dr

}
, (5.37)

where A (ωL) ≈ Q near resonance, and the spatial integration is performed over
the cavity resonator. Using the modal field value at the molecule location, f̃ (rm), in
Eq. (5.22), we obtain the expected squared dependence of the SERS spectrum at the
laser frequency.

Finally,we also consider the propagation effects from the term |G (rD, rm;ω) · n|2,
and again use a single QNM expansion to obtain

G (rD, rm;ω) · n = A (ω) f̃ (rD)
[
f̃ (rm) · n

]
, (5.38)

where f̃ (rD) QNM is the detection point, and f̃ (rm) · n is the projected QNM value
at the molecule location. Combining these enhancement and propagation effects
together, then indeed we recover the approximate |f̃ (rm) |4 scaling rule for the
detected SERS spectrum.

Similar arguments can be made for the LDOS at the molecule location,
Im {Gnn (rm, rm;ω)}, where we find that Jph, defined in Eq. (5.17), is also propor-
tional to |f̃ (rm) |4. Thus, for sufficiently high pump powers, we now find that the
Raman signal scales approximately with |f̃ (rm) |8 instead.

5.2.7 Numerical Results for the Cavity-Emitted SERS
Spectrum from Single Molecules

We next present example numerical results of our SERS theory using the QNMs
and Green functions for the resonators discussed above. For the molecule, we use
a vibrational mode similar to the R6G molecule at ωm = 160meV [78], with a
dissipation rate of γm = 1.6 meV.

The spectrum obtained fromEq. (5.22) (alongwith Eqs. (5.25) and (5.26) as input)
is shown in Fig. 5.4 for three different excitation conditions; in all cases, we show
the emitted spectrum (using S0 (ω), left column) and the detected spectrum (using
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S (R, ω), when the detector is at x = 500nm away form the dimer, right column);
the results are qualitatively the same for larger propagation distances.4 The three
cases shown in Fig. 5.4 are: (a)/(d) ωL = ωc, where the pump laser is on-resonance
with the plasmonic mode; (b)/(e) ωL = ωc + ωm , where the laser pump is detuned to
the blue side of the plasmonic resonance by exactly the frequency of R6G vibration;
and (c)/(f),ωL = ωc − ωm . These calculations assume room temperature conditions,
where n̄th = 0.002, and the pump intensity is fixed for all cases.

As discussed in the theory section above, the spectral properties of the emitted
Raman signals can be quite different to the detected spectrum. The differences partly
depend on the operating frequency for the pump field and the changes of the LDOS
between the laser drive frequency and the Raman sidebands. For example, by com-
paring Fig. 5.4a and d, when the system is pumped on resonance with the plasmonic
mode, the propagation effect to the far-field hasmore enhancement for the anti-Stokes
signal compared to the Stokes signal. This difference becomes evenmore pronounced
when one excites the system in a red detuning configuration, where the anti-Stokes
emission exploits the maximum enhancement from the MNP environment.

Next, in Fig. 5.5, we study the effects of laser detuning from the plasmonic res-
onance in more detail. We first show the two different theory results in Fig. 5.5a,
b, where the Stokes and anti-Stokes signals are calculated as follows: (a) using the
simple quantum optomechanical description shown in Sect. 5.2.5; (b) using our ana-
lytical expression for the detected spectrum given in Eq. (5.22), where the gold dimer
Green function is computed using the QNM expansion of Eq. (5.33). The agreement
between the two methods is clearly qualitatively good, since the response of the
system happens to be very similar to a Lorentzian line shape; but there are still
quantitative differences, in part from the differences to our estimation of the pump
enhancement effect, which involves computing η from Eq. (5.12). To help clarify this
further, we note that there is an excellent agreement between the prediction of our
model and the coupled-mode quantum optomechanical model of Ref. [25], if η was
estimated using the plasmonic LDOS rather than using Eq. (5.12). This response is
obviously a limitation of the coupled mode formalism.

We also consider three different pump intensity regimes in Fig. 5.5c. For the R6G
molecule in the gold dimer, an increasing pump field reshapes the anti-Stokes signal
so that a single peak feature at a different spectral location is observed. For the same
pump values, small changes to the general shape of the Stokes signal also occur.
Similar effects were noted in Ref. [25], due to nonlinear interactions. We highlight
again that the Jph terms in the master equations are proportional to square of the
pump field, in comparison to the thermal dissipation terms. We also note that the
pump values used in Fig. 5.5 are rather high, with 2ε0c |F0|2 = 1.3 × 105 W/μm2,
which is mainly due to the lower plasmonic enhancement achieved in the gold dimer
system.

4 Note that at sufficiently large distances away from the resonator, QNMs can be used in con-
junction with the background propagator to obtain the renormalized QNM fields, which are non-
divergent [72]; renormalizedQNMscan also be obtained using near-field to far-field transforms [79].
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Fig. 5.4 Raman induced spectra calculated for a R6G molecule coupled to the gold dimer, using
Eq. (5.22) for three different laser pump frequencies: a/dwhereωL = ωc,b/ewhereωL = ωc + ωm
and c/f where ωL = ωc − ωm . The plots on the left only show the S0 (ω) (emitted spectrum),
where in contrast, on the right, the full far-field (detected) spectrum is plotted. The same pump
power, 2ε0c |F0|2 = 130mW/μm2, and the temperature, T = 300K, is assumed in all calculations.
The gray-dashed line on the background of all plots indicates the LDOS profile of the plasmonic
resonance, and the magnifying factors are only applied to the anti-Stokes intensities. Reproduced
from with permission from Ref. [26]. Copyright (2017) American Chemical Society

Next, we consider a more complex resonator where the simple coupled mode
approaches would clearly fail, and use the hybrid photonic-plasmonic structure dis-
cussed in Sect. 5.2.6. Using Eq. (5.22), and the QNM representation of the system
Green function for the hybrid system through expansion of Eq. (5.33), we plot the
Stokes (blue-solid) and anti-Stokes (red-dashed) detected intensities for different
pump detuning in Fig. 5.6. These results are shows in two different ways: (a) the
detuning with respect to the first hybrid resonance at ω1 = 1.64 eV, which is associ-
ated with the lower Q mode, and is more dimer-like (or plasmon-like); (b) detuning
with respect to the second hybrid resonance at ω2 = 1.61 eV, which is associated
with the higher Qmode, and is less dimer-like. For clarity, we also show the projected
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Fig. 5.5 Plot of the computed Stokes and anti-Stokes intensity peaks calculated as a function of
laser detuning when: a The plasmonic dimer line shape is assumed to have a Lorentzian line shape
and the quantum optomechanical model of Sect. 5.2.5 is used where the pump power is set to
� = 1 eV. b The full gold dimer response is used through inclusion of the system Green function in
Eq. (5.22) and the pump power is set to 2ε0c |F0|2 = 130mW/μm2. c The effects of increasing the
pump intensity on the anti-Stokes detectable intensities when going from red-dashed to gray-solid
using the general medium master equation. Reproduced from with permission from Ref. [26].
Copyright (2017) American Chemical Society

LDOS with a gray dotted-dashed line, which is suppressed when near zero detuning
because of the QNM interference effects; thus, the Raman intensities follow the same
trend. We also see that there seems to be three high intensity resonances available
for both Stokes and anti-Stokes spectra. The maximum detection is now obtained
near one ωm to the right (left) for the Stokes (anti-Stokes) in Fig. 5.6b, where the
detuning is with respect to the ω2. Thus, for this hybrid system, the SERS signals
is mainly coupled to the QNM frequency ω2 that is primarily due to the nanobeam
cavity resonance rather than the gold dimer.
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Fig. 5.6 Stokes (blue-solid curve) and anti-Stokes (red-dashed curve) detected intensities for a
simulated R6G molecule when coupled to the hybrid cavity device at exactly the middle of the
dimer gap and oriented along the y axis. The photonic LDOS is shown in gray in the background
for comparison. The top and bottom axes measure the laser detuning with respect to ω1 and ω2,
respectively. Reproduced from with permission from Ref. [26]. Copyright (2017) American
Chemical Society

Finally, we note that the general bath model here also allows accurate and rapid
calculation of both the Stokes and anti-Stokes intensities as a function of the spatial
location for both for the molecule and the detector [26].

5.3 Molecular Optomechanics in the Sideband-Resolved
Strong Coupling Regime Using Hybrid
Metal-Dielectric Cavity Modes

Having presented a general theory of molecular SERS that can be explained with
perturbative techniques in open system quantum optics, we next explore the non-
perturbative regime, where the plasmonic cavity mode must now be treated self-
consistency and at the system level (good cavity regime). In such a regime, we can
more fully explore quantum back-action effects between aMNP cavity mode and the
molecular vibrational mode. To do this, wewill extend the theory intomore advanced
master equation techniques, and introduce a similar hybrid metal-dielectric system
(schematically shown in Fig. 5.7), one that can probe nonlinear quantum Raman
peaks, which are otherwise obscured by the usual MNP dissipation rates [37].



182 M. Kamandar Dezfouli and S. Hughes

Fig. 5.7 Schematic of another hybrid metal-dielectric device with a MNP dimer (now with ellip-
tical rods) coupled to a photonic crystal nanobeam cavity; the inset shows a closeup of the metal
dimer where molecules (shown by a red filled circle) can be located. A partial energy diagram of the
coupled molecule-cavity system is also shown, where red/green/blue/purple show four transition
lines for the cavity emitted SERS spectrum. For example, the cyan and orange arrows show stan-
dard harmonic transitions associated with first order and second order Raman (Stokes/anti-Stokes),
respectively. Reproduced from with permission from Ref. [37]. Copyright (2019) American
Chemical Society

5.3.1 Optomechanical System Hamiltonian and the Dressed
States

The optomechanical interaction, without any form of linearization, including the
cavity pump term, and in the interaction picture [66], is

Hs = �� â†â + �ωm b̂†b̂ − �g â†â
(
b̂† + b̂

)
+ ��

(
â† + â

)
, (5.39)

where � = ωc − ωL , ωm is again the frequency of molecular vibrational mode, and
� is the Rabi frequency of the optical cavity mode. Note that cavity operator terms
ââ and â†â† (dynamical Casimir effects) can be ignored here, as ωc � ωm [80, 81].
The optomechanical coupling factor is defined from [24]

g = (�Rm/2ωm)−1/2 ωc

ε0Vc
, (5.40)
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with Rm the Raman activity5 that depends on the vibrational mode of interest, and
Vc as the effective mode volume of the cavity mode.

The optomechanical coupling term in Eq. (5.39) is appropriate for describing off-
resonant Raman interactions. For resonant interactions, as discussed later, the plas-
monicMNP also interacts with electronic (two-level) vibrational degrees of freedom,
yielding the Raman term [82] ωm

√
SHR σ̂+σ̂−(b̂ + b̂†), where σ̂+, σ̂− are the Pauli

operators and SHR is the Huang-Rhys parameter [83], which accounts for the phonon
displacement between the ground and excited electronic states. For certain excitation
conditions, resonant Raman effects may be treated phenomenologically [9], result-
ing in an effective increase of the off-resonant interaction above. However, this is
likely only a good approximation for weak pumping fields (and/or sufficiently broad
resonances), where the Fermionic states behave as harmonic oscillator states.6 For
our studies below, we concentrate on the off-resonant Raman interactions but also
use Raman cross sections that can increased using resonant Raman interactions.
Resonant Raman effects are discussed in Sect. 5.4.

With optical pumping, the SERS Hamiltonian (Eq. (5.39)) can be solved analyti-
cally, and the eigenenergies take the form [84]:

En,k = n�� + k�ωm − n2
�g2

ωm
, (5.41)

with the corresponding eigenstates,

∣∣�n,k
〉 = D̂†

(
gn

ωm

)
|n, k〉 , (5.42)

where D̂ is the displacement operator. We see that the phonon states are displaced
as: b̂ → b̂ − d0â†â, where d0 = g/ωm is the normalized displacement. Figure5.1a
shows these energy states as well as the normalized displacement. Note that the
polaron shift of the n = 1 cavity manifold (which is a red shift) is �P = g2/ωm =
d0ωm .

The optomechanical coupling thus yields photon manifolds that contain phonon
sub-levels, and the sub-level splitting depends on the photon number state. To resolve
the lowest-order anharmonic levels (n = 1 photonmanifold), we require g2/ωm > κ .
However, one also requires κ < ωm , to be in the sideband resolved regime [85]. These
optomechanical states now involve interactions beyond the rotating-wave approxi-
mation for the mechanical mode, where one also finds that g/ωm > 0.1, which is the
regime of ultrastrong coupling (USC) [82, 86–89] for the photon-phonon interac-
tions. Figure5.7 show six of the optomechanical energy levels that can be resolved
in the emitted spectrum, in the presence of cavity pumping. For � = 0, the first

5 Note that the Raman activity is related to the elements of the Raman tensor, but they have different
units.
6 A more detailed discussion between these two models, also from a polaron viewpoint, is given in
the next section.
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three energy levels for n = 0, are E0,0 = 0, E0,1 = �ωm and E0,2 = 2�ωm for the
ground state, first order and second order Raman states – these relate to the stan-
dard Stokes and anti-Stokes resonances. However, the first three energy levels for
the n = 1 photon manifold contain the anharmonic side-bands, E1,0 = −�g2/ωm ,
E1,1 = �ωm−�g2/ωm and E1,2 = 2�ωm−�g2/ωm .

5.3.2 Quantum Master Equations for Exploring Molecular
Optomechanics in the Sideband-Resolved Regime

We can first employ a standard master equation approach [56, 57], including cavity
and mechanical bath interactions [25, 26]:

dρ(t)

dt
= − i

�
[Hs, ρ(t)] + κ

2
D[â]ρ(t) +

γm

(
n̄th + 1

)

2
D[b̂]ρ(t) + γmn̄th

2
D[b̂†]ρ(t),

(5.43)

where κ is the cavity decay rate, γm is the vibrational decay rate, n̄th is again the
thermal population of the vibrational mode, and the Lindblad superoperator D is
defined via:

D[Ô]ρ(t) = 2Ôρ(t)Ô† − Ô† Ôρ(t) − ρ(t)Ô† Ô. (5.44)

Note that the decay rates here are defined with a factor of 2 greater than the ones used
in Eq. (5.30) (to be consistent with a full-width half-maximum of a spectral line).

A general problem with the standard master equation is that it neglects internal
coupling effects between the system operators [90], since the correct bath interaction
should occur at the dressed resonances of the system. This internal coupling interac-
tion has been used to highlight various effects in quantum optics, e.g.,Mollow triplets
with MNP resonators interacting with two level atoms [63], circuit QED [91], and
general regimes of USC physics [81]. Neglecting the influence of the weak pumping
field, then b̂ and â can be solved solved analytically (without dissipation). Neglecting
terms that oscillate at exp(±iωmt) and exp(±i2ωmt) (in the interaction picture), and
treating the phonon bath spectral function as Ohmic, the modified master equation
is [88]

dρ(t)

dt
= − i

�
[Hs, ρ(t)] + κ

2
D[a]ρ(t) + γm

(
n̄th + 1

)

2
D[b̂ − d0â

†â]ρ(t)

+ γmn̄th

2
D[b̂† − d0â

†â]ρ(t) + 2γmkBT

�ωm
d2
0 D[â†â]ρ(t). (5.45)
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While there is no modification on the final cavity decay terms,7 the mechanical
operator terms are displaced in the dissipators. There is also a bath-induced pure
dephasing process that is found to be negligible in the regimes studied below, though
it becomes relevant at sufficiently high temperatures and for larger d0.

Belowwewill show solutions first with the standardmaster equation of Eq. (5.43),
and then also carry out a comparison with the modified master equation, Eq. (5.45).
For numerical calculations, we again use the QuTiP package [92, 93] under Python.

5.3.3 Plasmonic Quasinormal Modes with High Quality
Factors and Large Optomechanical Coupling Rates

We next discuss a hybrid cavity system to explore the sideband-resolved regime.
Similar to the previous section, we consider a MNP dimer that is top-coupled to a
photonic crystal nanobeam cavity again (see Fig. 5.7). However, here we improve
the design to yield a stronger light-matter coupling, which requires a larger Q and
smaller Vc); this is achieved by adjusting the gap size, the aspect ratio, and the shape
of the dimer as well as its spacing from the nanobeam. We also deliberately keep
the photonic crystal-like mode off resonance from the main plasmon mode, so it can
be approximately treated as a single QNM and maintain a suitably large Q factor.
Similar metal-dielectric hybrid structures are discussed in Ref. [94].

We consider a gold dimer that is now made of two ellipsoids, each 60 nm long
and 15 nm wide. A small gap, 0.5–5nm in between them is used to create a pro-
nounced field for coupling to the molecule. These gap sizes are within the range
where electron tunneling effects are negligible [95]. Also, we note that using a fully
three-dimensional nonlocalQNMtheory at the level of a hydrodynamicalmodel [96],
we have verified that nonlocal effects simply blueshift the low Q mode by a few per-
cent. Therefore, the MNP is modeled again using a local Drude theory.

The classical QNM calculations are performed as before, where the mode param-
eters are used to estimate the effective mode volumes at the emitter location as well
as the quality factors. As described earlier, the QNM complex eigenfrequencies are
defined from [51] ω̃c = ωc − iγc, where κ = 2γc, Q = ωc/κ and the effective mode
volume is obtained from the normalizedQNMspatial profile at dimer gap center [51],
Vc = Re{1/εB f̃2(r0)}, where f̃2(r0) is the normalized QNM.

To gain insight into the role of the dimer gap, we model both metal dimer struc-
tures, and dimers on top of photonic crystal cavity beams (see Fig. 5.7). Further
details of the QNM calculations are discussed in Ref. [37]. The nanobeam cavity
has a refractive index of n = 2.04 (as before), with height h = 200 nm, and width
w = 367 nm. A dielectric cavity region that is 126 nm long is created in the middle
of the nanobeam, with a taper section and then a mirror section on either side. The

7 However, there is an effect if one also treats the cavity dissipation in the form of an Ohmic bath
function, as shown in the next section. For this current derivation, the cavity bath was assumed to
be spectrally flat over the frequencies of interest [88].
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Fig. 5.8 a Purcell factor calculations for the smaller gaps size of 0.5nm using the analytical QNM
theory (solid curve) and fully vectorial solutions to Maxwell’s equations from a dipole excitation
(symbols). bQNMcalculated Purcell factors for dimer designswith different gap sizes. cCalculated
mode profile of two gold dimerswith different gaps, 0.5nm (left) and 5nm (right). d Purcell factor of
a dipole emitter placed inside the plasmonic gap of the hybrid device, where a sharp high Q mode
(dielectric-like) is present next to the broader low Q mode (plasmon-like). Reproduced (with
modification) from with permission from Ref. [37]. Copyright (2019) American Chemical
Society

taper section is made of 7 holes linearly increasing from 68 nm to 86 nm in radius,
and from 264 nm to 299 nm in spacing. The mirror section consists of 7 more holes
having the same radius of r = 86 nm and the same spacing of a = 306 nm. For the
mainmode of interest for this cavity design,we obtained the effectivemode volume at
the beam center inside dielectric region to be Vc = 0.078 λ3, with the corresponding
quality factor of Q = 3 × 105.

Figure5.8 shows how the MNP dimer response changes as a function of gap size
(a-c), and also displays the hybrid modes for the smallest gap size on a photonic
crystal cavity beam cavity (d). Figure5.8c shows the near-field mode profile for gap
sizes of 0.5nm and 5nm, respectively. In Fig. 5.8a, we confirm the accuracy of the
QNM theory for accurately capturing the system Purcell factor; even for this very
small gap sizes of 0.5nm, a single QNM evidently gives an excellent fit compared to
full numerical dipole simulations. Figure5.8b shows how theQNMcomputed Purcell
factors [51] change for several dimer designs with different gap sizes, ranging from
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0.5 nm to 5 nm. The smaller dimer gaps cause a rapid decrease of the effective mode
volume and a spectral redshift.

These hybrid MNP-dielectric modes can trap molecules that couple to extremely
localized fields, while maintaining a sufficiently large Q factor in the presence of
dielectric mode coupling. Figure5.8d shows the total Purcell factors for a dipole
emitter that is (again) oriented along the dimer axis when on top of the photonic
crystal cavity. Over the wide spectral range of 400meV, only two modes contribute
dominantly, which are the two hybrid cavity modes [41]. The resonant frequencies
of the hybrid modes are �ωHQ

c = 1.61 eV and �ωLQ
c = 1.83 eV, with corresponding

quality factors of QHQ = 3500 (�κ = 23.3 meV) and QLQ = 17 (�κ = 108 meV),
respectively. The effective mode volumes for the two hybrid modes are V HQ

c =
5.36 × 10−6 λ3

c and V LQ
c = 4.54 × 10−8 λ3

c . Note that, as discussed before, the high
Q mode has an extremely small mode volume inherited from the plasmonic dimer
structure.

Turning now to the molecular vibrational mode, we consider a low frequency
oscillation with resonance energy �ωm = 10meV, with a Raman activity of Rm =
103 Å4amu−1; these values are within the range of values reported in the literature,
e.g., for single-walled carbon nanotubes [24, 97]. We also consider a mechanical
quality factor of Qm = ωm/γm = 100 for the molecular vibrational mode, though
note the temperature dependence will increase the vibrational linewidth, through
n̄th, as shown in Eq. (5.51). For this vibrational mode, the two hybrid optical modes
yield �gHQ = 0.1meV and �gLQ = 20meV. As discussed earlier, even though the
low Q mode offers a much larger coupling factor, it fails to exploit the strong cou-
pling interaction for sideband resolution, since one requires κ < ωm . We note that
these estimates assume standard off-resonant SERS, and with resonant enhancement
effects, the effective coupling factor can likely be enhanced by more than ×1000
when resonant Raman regimes are used, and so we also consider several values of
the coupling factor within the range: �gHQ = 0.1 − 4meV [37].

5.3.4 Cavity Emitted Spectrum and Population Dynamics in
the Sideband-Resolved Regime

Employing the good- cavity master equations, Eqs. (5.43) and (5.45), and the quan-
tum regression theorem [56], we calculate the cavity-emitted (incoherent) spectrum
from:

S (ω) ≡ Re

{∫ ∞

0
dt ei(ω−ωL )t

[〈
â† (t) â (0)

〉
ss − 〈

a†
〉
ss

〈
â
〉
ss

]}
, (5.46)

where the expectation values are computed in steady state, and the latter contribution
subtracts off the coherent contribution. The population dynamics of the cavity mode
population is obtained from nc(t) = 〈

â†â
〉
(t).
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Fig. 5.9 a Cavity emitted spectrum and b cavity photon population versus time, for �g = 0.1, 2, 4
meV, top to bottom, respectively. The temperature is T = 4K, and for the larger values of g, we have
d0 = g/ωm = 0.4. which is also in the (vibrational) USC regime. The first (lowest) g value is for the
hybrid high Q design shown earlier, with the estimated non-resonant Raman configuration. Here,
the cavity decay rate is �κ = 0.46meV, the frequency of vibration is �ωm = 10meV, and the Rabi
energy is�� = 0.1meV.Note thatωm � κ , which is required for sideband resolution.Reproduced
(withmodification) fromwithpermission fromRef. [37].Copyright (2019)AmericanChemical
Society

Fig. 5.10 Cavity emitted
spectrum for different
cavity-laser detunings
� = −ωm , ωm , g2/ωm
from top to bottom,
respectively. Reproduced
(with modification) from
with permission from
Ref. [37]

In Figs. 5.9a, b, we show the cavity-emitted spectrum and corresponding cavity
mode population dynamics, for the three optomechanical coupling rates: �gHQ =
0.1, 2, 4meV. The simulations in Figs. 5.9a, b use the standard master equation
(Eq. (5.51)), with a bath temperature of T = 4K. By increasing g, we see signifi-
cant spectral shifts of the cavity mode resonance and the emergence of the Raman
side-peaks (Fig. 5.9a). In Fig. 5.9b, the corresponding cavity mode populations also
become non-trivial as one enter a strong coupling regime. Referring to the schematic
energy diagram of Fig. 5.7, the usual Raman emissions (first-order and second-order)
correspond to single phonon step and two phonon step jumps on the molecule (har-
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Fig. 5.11 Influence of
temperature (top, 4K versus
50K) and the modified
Lindbald dissipation terms
(bottom, Eq. (5.43) versus
Eq. (5.45)) on the strong
coupling spectrum for
�g = 4meV case at
T = 4K. Reproduced (with
modification) from with
permission from Ref. [37].
Copyright (2019) American
Chemical Society

monic) ladder. The spectral sidebands, however, are mediated from the anharmonic
energy levels when there is a sufficiently strong optomechanical coupling.

We also investigate the role of increasing temperature on the emission spectrum,
as shown in Fig. 5.11 (top, for T = 4, 50K). The spectrum shows that increasing
the temperature primarily affects the anti-Stokes emissions. Even at room tempera-
ture, the thermal phonon populations for the vibration frequency of the ωm=10meV
is about nth ≈ 2, causing a further increase of the anti-Stokes emissions as well
as extra broadening. In Fig. 5.11 (lower), we also show the effect of the modified
dissipation terms given in Eq. (5.45), where the modified Lindblad terms of the mod-
ified (improved) master equation introduce additional dissipation terms that obscures
some of the side-peaks, consistent with the results in Ref. [88].

In Fig. 5.10, we also show the effect of the laser-cavity detuning, �, on the emit-
ted spectrum, using three different detunings: � = −ωm, ωm, g2/ωm . The first two
detuning values effectively lead to a different enhancement depending on how far
the excitation laser is from the cavity resonance, either on the Stokes or anti-Stokes
peaks. However, the third case tunes into the exact polaron-shifted resonance condi-
tion, where the anharmonic transitions are no longer visible.

5.4 Resonant Raman Scattering in the Strong Coupling
Regime of Cavity-QED

In this final Raman configuration, we discuss some recent ideas with resonant SERS,
again for single molecules, when also strongly coupled to a MNP cavity mode in the
cavity-QED regime [55], which is shown schematically in Fig. 5.12. For resonant
cavity-QED schemes, where MNP modes are resonantly coupled to the molecular
electronic levels, some signatures of vacuum Rabi splitting has been experimentally
observed [30]. To understand such systems theoretically, onemust couple the physics
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Fig. 5.12 Simple schematic of a plasmonic field hot-spot coupled to a vibrating molecule and
the cavity mode ladder states in the regime of resonant SERS. At the right, we show the two
electronic manifolds, each containing a subset of phonon levels (k = 1, 2, . . .) separated by ωm ,
and coupled to the cavity mode through gc; the excited manifold is shifted down in frequency from
the bare exciton resonance (ωx ) through the polaron shift, �P = d2ωm , and shifted in space by
the normalized displacement d. This graph is similar to Fig. 5.1, but now we also have coupling to
electronic levels for the resonant TLS, described by Pauli operators, σ̂+ and σ̂− (see text)

of resonant SERS and traditional strong coupling physics, where the cavity mode
cannot be treated as a bath, and the effects of system-bath coupling can be much
more subtle.

Several theoretical approaches have been developed to explore resonant Raman
interactions, with various approximations. Reference [99] explored a bad cavity limit
to study the interplay between Mollow triplet physics and vibrational coupling, and
found that the Mollow resonances can be split under certain conditions; their theory
was based on the standard master equation and they also included pure dephas-
ing processes phenomenologically for the TLS at elevated temperatures. Recently,
Ref. [38] studied USC effects in molecular cavity-QED using the quantum Rabi
model as well as interactions between phonons and excitations as the system level.
They solved model Hamiltonians and dynamical coupling in a one photon subspace,
though without accounting for dissipation. They also showed how the time-averaged
occupations depends on the strength of the optomechanical coupling rates. Recently,
Ref. [100] studied resonant SERS in the good cavity limit, presenting useful ana-
lytical solutions and numerical solutions from a standard master equation approach.
Below we will present a generalized master equation to describe resonant SERS [9],
which rigorously includes spectral baths for the cavity and vibrational degrees of
freedom, as well as a pure dephasing bath for the resonant two-level system. We also
demonstrate the clear failure of using a standard master equation in a regime that
involves strong cavity coupling and ultrastrong phonon-exciton coupling.
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5.4.1 Polaronic Picture and Connection Between
Off-Resonant SERS and Resonant SERS

To make a closer connection between off-resonant SERS and resonant SERS, it is
useful to consider the system Hamiltonians in a polaronic picture.

For the off-resonant SERS Hamiltonian, the polaron transform yields a â†â-
dependent displacement of the mechanical resonator: Ŝ = d0a†â(b̂† − b̂).
Thepolaron transformed systemHamiltonian. for off-resonant SERS,H ′

s = eŜ Hse−Ŝ .
is then

H ′
s = �(ωc − �P)â

†â + �ωmb̂
†b̂ − ��Pâ

†â†ââ, (5.47)

where â → â X̂ , and the displacement operator is X̂ = exp[d0(b̂ − b̂†)]. In the
polaron frame, the effective cavity resonance is shifted down by �P = g2om/ωm =
d2
0ωm (see Fig. 5.1), as also shown from the eigenvalues of the optomechanical cou-
pling problem. Note, the Kerr-like term (4 operators) causes a nonlinear (photon-
photon) dependence on photon number. However, if term can be neglected, then one
can write

H ′
s ≈ �(ωc − �P)â

†â + �ωmb̂
†b̂, (5.48)

which clearly has a very simple form and interpretation.
For resonant Raman interactions (see Fig. 5.12), the system Hamiltonian is

Hs = �ωcâ
†â + �ωmb̂b̂

† + �ωx σ̂
+σ̂− + �dωm σ̂+σ̂− (

b̂† + b̂
)

+ �gc(σ̂
+â + â†σ̂−),

(5.49)

where the latter term is the Jaynes-Cummings term. Here we assume gc � ωc, so can
neglect USC effects related to the TLS-cavity coupling [38]; the TLS has a resonance
exciton energyωx , and gc is the exciton-cavity coupling rate (we use the ‘c’ subscript
to avoid confusion with the g used in the off-resonant SERS scheme). The polaron
transformed systemHamiltonian, for resonant SERS, now using Ŝ=dσ̂+σ̂−(b̂† − b̂)
and X̂ = exp(d(b̂ − b̂†)), is

H ′
s = �ωcâ

†â + �ωmb̂b̂
† + �(ωx − �P)σ̂

+σ̂− + �gc(σ̂
+â X̂ + â† X̂†σ̂−). (5.50)

The equivalence between the off-resonant and resonant SERS can then be made,
by invoking a harmonic oscillator approximation for the TLS in a bad cavity limit.
Thus, in such a regime, the resonant SERS polaron transformed Hamiltonian then
becomes identical in form to the off-resonance case, apart from the Kerr-like term
(which vanishes for Fermions). Therefore, a one simply replaces â, â† with σ̂−, σ̂+,
and identifies d0 = d. Clearly, when Fermionic behavior becomes important in the
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two state system, e.g., Mollow physics and strong coupling between the cavity mode
and TLS, then one must use the Pauli operators to describe the resonant Raman.

5.4.2 Standard and Generalized Master Equations for
Resonant SERS

Including cavity and mechanical bath interactions, the standard master equation for
resonant SERS is

dρ(t)

dt
= − i

�

[
Hs + Hpump, ρ(t)

] + κ

2
D[â]ρ(t) + γφ

2
D[σ̂+σ̂−]ρ(t)

+ γm
(
n̄th + 1

)

2
D[b̂]ρ(t) + γmn̄th

2
D[b̂†]ρ(t), (5.51)

where γφ = φ(0) (see below) is the pure dephasing rate of the TLS, Hs is the system
Hamiltonian in the interaction picture in a rotating frame at the laser frequency,

Hs = �(ωc − ωL)â
†â + �ωmb̂b̂

† + �(ωx − ωL)σ̂
+σ̂− + �dωm σ̂+σ̂−

(
b̂† + b̂

)

+ �gc(σ̂
+â + â†σ̂−), (5.52)

and Hpump is the CW pump term for the cavity mode:

Hpump = �(â + â†). (5.53)

As highlighted earlier, the standard master equation will generally fail in such
regimes, since it neglects internal coupling between the system operators when deriv-
ing the dissipators [63, 81, 90, 91], and these interactions can be significant for
MNP-molecular systems. We also have the additional problem here of including the
exciton-cavity coupling, and one has to introduce amore general pure dephasing bath
function, which is known experimentally [101] and theoretically [102] to introduce
pronounced spectral asymmetries. Thus for a suitably large gc and d, one needs a
more general master equation, where the dissipators are derived with respect to the
dressed states of the hybrid system. However, in contrast to our earlier SERS theory
with a generalized bath function, we are now including the MNP cavity mode at the
system level, as well as a resonant exciton, and we need to include an appropriate
bath function for pure dephasing as well.

To address this problem rigorously, we exploit a generalized master equation
approach [81], which first computes the eigenstates and eigenenergies of the system
Hamiltonian, and account for the fact that the bath interactions occur as the dressed
resonances of the system, The generalized master equation for the resonant Raman
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scheme can be written as [9]

d

dt
ρ = − i

�
[Hs + Hpump, ρ] + LGρ + Lφ

Gρ, (5.54)

where the cavity and phonon baths terms are included through the term

LGρ = 1

2

∑
α=c,m

∑
ω,ω′>0

α(ω)(1 + n̄thα (ω))[x̂+(ω)ρ x̂−(ω′) − x̂−(ω′)x̂+(ω)ρ]
+ α(ω′)(1 + n̄thα (ω′))[x̂+(ω)ρ x̂−(ω′) − ρ x̂−(ω′)x̂+(ω)]
+ α(ω)n̄thα (ω)[x̂−(ω′)ρ x̂+(ω) − ρ x̂+(ω)x−(ω′)]
+ α(ω′)n̄thα (ω′)[x̂−(ω′)ρ x̂+(ω) − x̂+(ω)x̂−(ω′)ρ] (5.55)

+ ′
α(T )[2x̂0αρ x̂0α − x̂0α x̂

0
αρ − ρ x̂0α x̂

0
α],

and we neglect counter-rotating wave terms. It is also important to note that we do
not make any secular approximations.

The dressed-state operators, solved in a basis of energy eigenstates with respect
to Hs, are defined through

x̂+
c (ω) =

∑
j,k> j

(
〈
j |â + â†|k〉) | j〉 〈k| , (5.56)

x̂+
m (ω) =

∑
j,k> j

(
〈
j |b̂ + b̂†|k

〉
) | j〉 〈k| , (5.57)

x̂+
c =

∑
j

(
〈
j |â + â†| j 〉) | j〉 〈 j | , x̂+

m =
∑
j

(
〈
j |b̂ + b̂†| j

〉
) | j〉 〈 j | , (5.58)

where ω = ωk − ω j > 0 and x̂− = (x̂+)†.

For both the cavity and phonon baths, we have assumed Ohmic bath functions,
Jα(ω) = αω/2πωα , and the decay rates are then defined from [81]

α(ω) = γαω

ωα

, (5.59)

′
α(T ) = γαT

ωα

, (5.60)

where the latter is a bath-inducedpure dephasing term.At low temperatures, andusing
MNP cavity parameters, these are typically negligible, though at room temperature
the vibrational pure dephasing becomes important. Similar terms were noted before
for the off-resonant SERS scheme, but now we also include a more general model
for the cavity bath.
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In addition to the above phonon and cavity bath interaction terms, the pure
dephasing term associated with the TLS, e.g., through electron-phonon interactions,
becomes

Lφ

Gρ = 1

2

∑
ω,ω′>0


↓
φ (ω)[x̂+

a (ω)ρ x̂−
a (ω′) − x̂−

a (ω′)x̂+
a (ω)ρ]

+ 
↓
φ (ω′)[x̂+

a (ω)ρ x̂−
a (ω′) − x̂−

a (ω′)x̂+
a (ω)ρ]

+ 
↑
φ (ω)[x̂−

a (ω)ρ x̂+
a (ω′) − x̂+

a (ω′)x̂−
a (ω)ρ]

+ 
↑
φ (ω′)[x̂−

a (ω)ρ x̂+
a (ω′) − x̂+

a (ω′)x̂−
a (ω)ρ]

+ φ(0)[2x̂+
a ρ x̂−

a − x̂−
a x̂

+
a ρ − ρ x̂+

a x̂
−
a ], (5.61)

where for clarity, we define the TLS pure dephasing rates implicitly including n̄th(ω)

(upwards transition) and (1 + n̄th(ω)) (downward transition) to better explain the
physics of the asymmetric baths coupling:

↑(ω) = 2π Jφ(ω)[1 + n̄th(ω)], ω ≥ 0,

↓(ω) = 2π Jφ(−ω)n̄th(−ω), ω < 0. (5.62)

The TLS dressed state operators for molecular pure dephasing are defined through:

x̂+
a (ω) =

∑
j,k> j

(
〈
j |σ̂+σ̂−|k〉) | j〉 〈k| , (5.63)

x̂+
a =

∑
j

(
〈
j |σ̂+σ̂−| j 〉) | j〉 〈 j | , (5.64)

Note that in the standard master equation, only the final term in Eq. (5.61) would
be used for TLS pure dephasing. We use the ‘a’ subscript here to represent a pure
dephasing bath the resonant atom or TLS.

For the pure dephasing spectral function, we use an Ohmic form with a cut-off
frequency [82],

Jφ(ω) = ηφωe
−

(
ω

ωcut

)2

, (5.65)

whereωcut = 160meV is the cut-off frequency, and ηφ is the coupling strengthwhich
we define from having γφ = φ(0) = 10 meV at room temperature (and we assume
this value scales linearly with temperature).

In the time domain, it is also useful to define the bath correlation function:

φ(τ) =
∫ ∞

0
dωJφ(ω)[(n̄th(ω) + 1)e−iωτ + n̄th(ω)eiωτ ], (5.66)
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which in the high temperature limit (�ωcut � kBT ), behaves as φ(τ) ∝
exp(−ω2

cutτ
2/4). Thus, larger cut off frequencies cause ultrafast interactions with

the bath, which can have a significant influence on the emitted spectra.
Equations (5.55)–(5.61) describe a completely generalized dissipator which cor-

rectly considers dissipation from the hybrid light-matter system to the coupling
baths [81]. Finally, in the interaction picture at the laser frequency ωL , the pump
term also has to be included in the dressed-state basis, so that

Hpump = �(x̂+
c + x̂−

c ), (5.67)

which is included after diagonalizing the density matrix from the solution from the
resonant SERS Hs (Eq. (5.49)).Numerically,weobtain an appropriately large number
of energy states from a basic of n photons, m photons and the TLS, and truncate
to the lowest N levels in the dressed-state basis, and check that this truncation is
numerically conserved for each problem studied below. This results in significant
memory savings when the interaction strengths are large, as the correct energy level
are ensured even from a much smaller truncated basis.

5.4.3 Numerical Results for Resonant SERS in the Strong
Coupling Regime

To exemplify the power of the theory, we next study the effects of SERS in the strong
coupling regime of cavity-QED. For the MNP cavity mode, we use �κ = 100meV,
and �ωc = 1.7 eV. We will also explore the phonon dressing of strong exciton-
cavity coupling with a relatively low vibrational frequency of �ωm = 20 meV. The
influence of larger vibrational frequencies are shown elsewhere [55], and can lead to
much richer spectra with simultaneous cavity coupling.

To help better understand the role and need for pure dephasing of the TLS, we
show in Fig. 5.13 the pure dephasing rates as a function of bath frequency for two
different temperatures. We have also depicted some example dressed-state energies
for the strong coupling problem, where gc = 5ωm = κ . Typically, since gc > κ/2,
we expect a symmetric Rabi splitting at ±5ωm if the drive strength is not too strong.
However, because the dephasing bath is much larger at higher frequencies, phonon
absorption processes will dominate phonon emission at low temperatures, and may
cause a spectral asymmetry, especially at T = 4 K. Thus it is important to include
such features, which is well known also for semiconductor quantum dots [103–105].

We are now ready to study simultaneous strong cavity coupling and ultrastrong
vibrational coupling, with parameters gc = 5ωm = κ and d = 0.2. Larger values
of d in strong cavity coupling regimes are shown in Ref. [55]. Figure5.14a shows
the energy levels without dissipation as a function of gc, for a selection of the first 6
phonon levels in the n = 1 photon subspace.8 At g = 5ωm, them = 0 lower polariton

8 We reduce this number for visual clarity, but use 15 phonon levels in the spectral calculations.
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Fig. 5.13 Pure dephasing rates mediated from TLS interactions with the non-Markovian spectral
function, Jφ(ω) (Eq. (5.65)), where 

↑
φ occurs for ω > 0 and 

↑
φ occurs for ω < 0, shown for two

different temperatures. The standard master equation would use the zero phonon value, namely
φ(0), which is negligible at low temperatures. The magenta vertical dashed lines show some
example on-resonance dressed state resonances associated with strong cavity coupling, with gc =
5ωm, separated by the vibrational (phonon) mode frequency

Fig. 5.14 a Eigenfrequencies of the systemHamiltonian, Eq. (5.49), for the n = 1 photon manifold
as a function of gc with d0 = 0.2. b Cavity emitted spectra with a coherent drive at gc = 5ωm and
4 K, with �κ = 100 meV and gc = κ , showing the standard master equation (Eq. (5.51), blue curve)
and generalized master equation solution (Eq. (5.54), red curve). c Cavity emitted spectra at 300 K.
Figure based on the results from Ref. [55]

state shifts down to −5ωm as expected, with the phonon states split by exactly one
phonon frequency; the same shifts (but upwards) happens to the upper polariton
states. In the n = 0 photon subspace, we simply obtain constant energy levels split
by ωm , with the zero phonon residing at ω = 0. Since photon transitions can take
place from any of these excited phonon states, in general the splitting of cavity
emitted photons will always be less than gc (5ωm), even when κ � gc.

To study these energy states in the presence of resonance Raman scattering, we
compute the cavity emitted spectrumwith the CWdriving field� = 0.5ωm , using the
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same techniques as before (see Eq. (5.46)). Figure5.14b shows the results at a temper-
ature of 4K, showing the first Stokes and anti-Stokes sidebands at±ωm , and polariton
peaks (from cavity-exciton coupling) around ±4.5ωm < gc; these resonance ener-
gies are not increased with smaller κ and are due to the collective summation of the
phonon dressed states contributing to the total emission linewidth.

Interestingly, we also see a pronounced asymmetry in the generalized master
equation solution calculations, which is mainly coming from the spectral properties
of the pure dephasing bath. This shows that even though the zero phonon line has
negligible dephasing, the properties of the bath at the dressed resonances can have a
substantial influence on the oscillator strengths. The bath-induced resonances cause
downward transitions between the upper polariton and lower polariton states, while
the transitions from the lower to higher states are negligible at low temperature.
Such an effect cannot be predicted by the SME regardless of what φ value is used.
Specifically, Jφ(ω) > Jφ(−ω), which breaks the detailed balance of the diagonal
dephasing process in the SME [62, 91].

Figure5.14c shows room temperature results (300K), which shows that these
effects survive at elevated temperatures, and that the bath-induced asymmetry is still
visible but less pronounced in the generalized master equation, since now there is
a larger probability also for bath-induced upwards transitions between the polariton
states. The anti-Stokes Raman transition is also much more visible as one might
expect.

5.5 Conclusions and Outlook

We have presented several different theoretical approaches to model SERS and
molecular optomechanics for single molecules coupled to plasmonic cavity systems,
from the framework of open systemquantumoptics. These regimes aremade possible
by the tremendous progress over the years with MNP fabrication and spectroscopic
techniques related to trapping and positioning single molecules in plasmonic cav-
ities and other photonic structures. While MNP cavities naturally come with very
lossy modes (low Q), they also yield regimes of extreme spatial confinement, and
with suitable cavity designs, it is possible to have both high Q and very low mode
volumes. Emerging hybrid quantum systems also motivate the need for new the-
ories to understand emerging light-matter and optomechanical coupling effects in
these extreme confinement regimes, which allow one to explore fundamentally new
regimes in quantum plasmonics, where traditional theories in quantum optics can
fail.

In the first part, we presented an intuitive Green function formalism that can
be used to model SERS using plasmonic systems of arbitrary geometry. A general
medium master equation was derived where the plasmonic environment is treated as
a photonic bath and the system dynamics are projected onto the basis of the molec-
ular vibrations. While the plasmonic degrees of freedom are traced out, the exact
medium Green function is self-consistently included to account for the plasmonic
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LDOS characteristics at the dressed-state resonances and for describing important
light propagation effects. This approach describes the nonlinear light generation,
enhancement, and quenching effects of light detection during SERS. Using this gen-
eral medium approach, analytical expressions were derived for the molecular SERS
spectrum near plasmonic environments which can be used to quantify the Stokes and
anti-Stokes emission intensities. We also discussed how the dynamics of the SERS
process is quite different in the emission process compared to light propagation and
detection. The induced Raman polarization emits photons at Stokes frequencies that
are proportional to the plasmonic enhancement (LDOS) at the co-existing anti-Stokes
frequency, and vice-versa for the anti-Stokes frequencies. However, the plasmonic
LDOS also comes into play differently at the light propagation stage, such that both
the Stokes and anti-Stokes photons are enhanced at their respective frequencies. Our
model can easily explore SERS as a function of laser detuning, pump power, spatial
location of the molecule/detector, and the medium LDOS. We also demonstrated
how the Green function response and LDOS can be efficiently described in terms
of QNMs, which allow one to model SERS from various molecular positions and
detector positions in a very efficient way. Examples were shown for a gold dimer
cavity and a more complex hybrid photonic-plasmonic cavity system.

In the second part, we explored the regime of molecular optomechanics in a
strong vibrational coupling regime (requiring multiple phonons and cavity dynamics
to be included self-consistently), where a strong modification of the usual SERS
spectrum is obtained because of the influence of higher lying quantum states, which
have an anharmonic level spacing g2/ωm . These quantum states can be spectrally
resolved if g2/ωm > κ and κ < ωm is satisfied, which is typically not possible with
broadband plasmonic resonators. However, our cavity design uses a hybrid metal-
dielectric system where a MNP dimer is on top of a photonic crystal nanobeam
cavity, which enables very small effective mode volumes as well as a sufficiently
high quality factor (QHQ = 3500). The high Q (small κ) and large optomechanical
g are two essential criteria to probe the strong coupling anharmonic ladder states of
the optomechanical system.While our designs use extremely small gap antennas, the
prospect of using larger Raman active and resonant Raman processes in molecules
indicates that emerging experiments in quantum plasmonic systems are not too far
off reaching such a regime. There is also prospects for exploring similar regimes
with new designs of very small mode dielectric systems [106, 107].

In the third and final part, we introduced a theory of resonant SERS using a gen-
eralized master equation approach, which treats system-bath coupling rigorously for
the cavity, phonon (molecular vibration), and TLS interactions.We showed explicitly
how the system eigenenergies are affected by an increasing exciton cavity coupling
rate, and explored how phonon dressing affects the cavity emitted spectra in the
strong coupling regime of cavity-QED. We also demonstrated the important role
of including a pure dephasing bath, which results in pronounced spectral asymme-
tries, which is caused by the relatively large spectral splitting in the strong coupling
regime. We described a rich regime of phonon-dressed polaritons, which coupled
strong cavity QED effects with ultrastrong exciton-phonon interactions.



5 Quantum Optical Theories of Molecular Optomechanics 199

With the continued experimental and theoretical progress in single molecular
sensing, trapping, quantum plasmonics, and MNP cavity designs, we anticipate con-
tinued improvements in both dielectric and plasmonic systems, as well as hybrid
plasmon-dielectric cavities, opening up a wide range of effects in and applications in
molecular cavity QED and plasmonic cavity QED in general. Since MNP environ-
ments are inherently very lossy, we also believe that future theoretical developments
will benefit significantly from a quantized QNM approach, where unique features
can appear such as quantum mechanical loss-induced coupling between classically
orthogonal modes [76, 77].
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Part III
Biomolecular Manipulation

Themanipulation and detection of biomolecules by electromagnetic fields is the topic
of the third part of this book, particularly using dielectrophoresis (DEP) and optical
tweezers. While physically the same, the main difference between dielectrophoresis
and optical tweezers is the frequency of operation—dielectrophoresis operates in
the radiofrequency regime, whereas optical tweezers are in the UV-NIR regime. To
reach down the scale of single biomolecules, nanoscale features are used. In DEP,
these are electrodes. DEP has the advantage of not requiring an external laser to
manipulate biomolecules; however, the detection of biomolecules still often requires
fluorescence. In the future, one may envision that simple changes in local dielectric
environment could be directly detected through capacitance changes. The theory,
geometries, and practicalities of DEP manipulation are outlined in Chap. 6. For
optical tweezers, the nanostructures can be photonic crystals, resonators, plasmonic
particles, or apertures inmetal films.Abrief introduction to trapping singlemolecules
is outlined in Chap. 7. Apertures in metal films allow for trapping and detecting the
presence of biomolecules by simply measuring changes in the aperture transmission.
This ‘dielectric loading’ effect provides a useful way to monitor proteins and their
interactionswithout labels or tethers, as detailed inChap. 8. Finally, onemay consider
extending these approaches to detect andmanipulate chiral molecules, since chirality
plays an important role in biomolecular function—emerging approaches towards this
end-goal are outlined in Chap. 9.
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Chapter 6
Dielectrophoresis of Single Molecules

Binoy Paulose Nadappuram, Christopher T. Ertsgaard, Joshua B. Edel,
and Sang-Hyun Oh

Abstract The ability to manipulate individual molecules with high spatio-temporal
resolution is critical for understanding the structural, functional and compositional
features of various biological molecules. Since Phol and Hank demonstrated single
entity manipulation using dielectrophoresis (DEP), many researchers have attempted
to extend the capability of this technique to develop easy and inexpensive methods
for trapping and sorting of single molecules. Many of these devices can be easily
fabricated using the existing micro/nanofabrication methods standard to the semi-
conductor industry. To date, DEP based platforms were reported for the precise
manipulation of a range of biomolecules including nucleic acids and proteins. This
chapter aims to provide an overview of nanoscale DEP and introduce the differ-
ent device configurations and experimental strategies reported for single molecule
manipulation.

6.1 Introduction

As detection schemes move towards single particle and single molecules, analyte
dimensions approach the sub-micron and sub-nanometer regimes. Often various
nanotechnology techniques can be employed to more tightly focus measurement
signals to volumes comparable in size for efficient measurement transduction. How-
ever, often with the reduction now of sensing volumes, the next challenge posed is
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delivering target analytes to these volumes. Common techniques consist of cen-
trifugation and sedimentation, convective stirring/vortexing, and/or electromagnetic
(EM) tags (e.g. for electrophoresis or magnetic separation). However, most of these
techniques require a laboratory setting and/or relevant and expertise to facilitate.
Therefore, more commonly simple diffusion is used in which analytes follow a
random walk (i.e. Brownian motion) to the sensing surface. In this regard, detec-
tion times can be quite long (e.g. hours or days) and ultimately results in random
placement of the analyte on the sensing surface [1, 2].

Consequently, active trapping and positioning of suspended analytes in solution
poses great advantage. Namely, it can accelerate detection times and precisely place
target analytes to interfaces with the most sensitive regions of nanostructures and
sensing elements. This is especially advantageous when the delivery technique is
simple, portable, and cheap to operate. Dielectrophoresis (DEP) offers these advan-
tageous by utilizing radio-frequency (RF) signals to manipulate unlabeled dielectric
particles. By using non-uniform electric fields (E-fields), unbalanced forces on the
induced dipole causes particle movement toward or away from the increasing E-field
gradient. Capable of manipulating unlabeled particles, this contrasts EM tagging
and electrophoresis which manipulates only a subset of particles (i.e. bearing a net
charge) and/or requires chemical tagging steps. Operating within the RF regime, this
enables DEP to utilize digital power sources which may be more readily available to
a broader community compared to laboratory specific techniques (e.g. centrifugation
or vortexing). Further, DEP electrodes can typically be constructed using standard
microfabrication processes that arewell developed in the complementarymetal oxide
semiconductor (CMOS) technology. This mature infrastructure promotes a more
direct path to commercialization as it does not require intricate assembly or optical
alignment compared to micro-electromechanical systems (MEMS) based convective
stirring or optical trapping.

In the following chapter, a conceptual description of the DEP force and its deriva-
tion will be provided. An overview of its application for single particle manipulation
and integration with various sensing techniques will be explored, followed by a
discussion on the limits to the technique and the future vision for this powerful
technology.

6.2 Theory

In order to appreciate the origin of the DEP force, a conceptual description is help-
ful to lay the foundation and provide intuition for future design and optimization.
While electrophoresis refers to the movement and/or separation of charged species
in the presence of an electric field (E-field), E, dielectrophoresis is the “uncharged”
equivalent–in which dielectric particles can be manipulated in the presence of an
E-field gradient, ∇E. This is felt as a macroscopic DEP force, that will be derived
below.
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This derivation will consist of first defining a complex dielectric permittivity to
describe general dielectric materials with some conductive components and their fre-
quency response to an oscillating E-field followed by the description of an “effective”
polarizability and subsequent Clausius-Mossotti factor (CMF). Then, a derivation of
the DEP force will bemade using the Kelvin Polarization force conceptually outlined
below. Finally, a description of a trapping volume will be outlined, defined as the
volume in which the DEP force is able to manipulate a given particle.

6.2.1 Conceptual Description

Two point charges will exhibit a mutual force (either repulsion or attraction) due
to Coulomb interaction. More practically, if a conductive surface is now held at a
given voltage potential (i.e. an accumulation of surface charges on an electrode),
a corresponding electric field (E-field) will extend radially and terminate at some
ground reference frame. A test charge now placed within this E-field will again
experience a force (i.e. Lorentz Force) in the direction towards opposite charge, see
Fig. 6.1.

However, if now instead a complex particle which generally will contain both
positive charge (e.g. atomic nuclei) and negative (e.g. electron electrode or free
electrons), these individual charges within the composite particle can respond with
opposite responses and induce more complex responses from the particle as a whole.
For instance, if the net charge of the particle zero (i.e. an even balance/distribution of
positive and negative charge throughout) then these individual charges will polarize
across the volume of the particle exhibiting equal and opposite forces resulting in a
net zero force induces on the particle. This scenario is often the case for most polar-
izable materials (i.e. dielectrics). While there are multiple configuration of charge
distribution about a given particle (i.e. n-pole), the most common and useful for this
discussion is the dipole, in which an asymmetry of opposite charge exists across only
one spatial axis. Therefore, a dipole moment, p [units: Cm], can be defined simply
as the product between the magnitude of charge, |q|, and their distance of separation,
r, see Eq.6.1.

p = |q| r
= α E

(6.1)

The particle’s polarizability, α [units: Cm2/V], then is simply a proportionality relat-
ing how “able” the said particle can form a dipole moment in the presence of an
E-field, E. Consequently, a larger dipole moment for a given E-field will indicate
a more polarizable particle. Adding to the complexity, this polarizability term, α,
depends on many factors including atomic composition, size, shape and orientation,
electrical properties of the interfacial ambient environment and frequency at which
the E-field oscillates [3–5]. This will be developed further below.
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Fig. 6.1 Polarization force with E-field gradients: A 1 VRMS is applied across two electrodes
(gray) and a surface plot is used to illustrate the drop in potential across the electrodes. The electric
field (E-field) lines are drawn in black. aA charged particle within a uniform E-field feels a net force
towards opposite charge due to Coulomb interaction. b A dielectric or polarizable material with
zero net charge will feel no net force within a uniform E-field due to equal and opposite attraction
at the terminals of its dipole. c It can, however, experience a net force within a spatially varying
electric field (i.e. ∇E �= 0), due to an uneven concentration of charge at the terminals of its dipole.
This is known as the Polarization force (Eq.6.2). d This net force is diminished as the particle size
is reduced-e.g. 10× smaller shown in inset (i). This in part is due to the electric field lines locally
appearing uniform (i.e. ∇E ≈ 0) resulting in a near zero net force on the particle, similar to Panel
(b)

As mentioned earlier, if the dielectric particle is placed within a uniform E-field,
the dipole will polarize and result in equal but opposite forces on the bound charges.
This yields a zeromacroscopic force on the particle. However, if the E-field instead is
spatially non-uniform across the particle, an unequal distribution of charge can occur
as the particle polarizes. Consequently, this results in an unequal balance of force on
either end of the dipole and thus a net macroscopic force felt by the particle. This is
known as the polarization force and was developed extensively by Lord Kelvin in the
19th century. Therefore, intuitively a particle that is more polarizable will experience
a larger polarization force compared one that is less polarizable. Likewise, the greater
the non-uniformity of the E-field across the volume of the particle, the larger the
polarization force. This spatial variation in the E-field is described quantitatively as
the gradient of the E-field-i.e. the rate-of-change in the E-field over a given distance.
Thus, a greater change in E-field across the distance/volume of the particle, the larger
the asymmetry in charge distribution within the dipole and thus a greater polarization
force results. Therefore, by taking these components, intuitively we can now describe
this Kelvin polarization force density, FK, quantitatively [6]:
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FK = P · ∇E (6.2)

where, P [C/m2], is the particle’s polarization defined simply as the effective dipole
moment, p, per volume.

The reader may already begin to appreciate some of the dilemmas that arise as one
seeks to use the DEP force to trap and manipulate smaller/single molecule particles
in polar water solution. First, as the the particle volume is reduced, the extent of the
E-field gradient across the particle is reduced. This is analogous to the mathematical
conceptwhen approximating the derivative of an arbitrary function as a linear/straight
line with a small spatial step, dx . Similarly, the E-fields will begin to appear more
“uniform” across the particle’s volume as it is reduced in size. Additionally, the
ambient solution in which the particle is suspended will typically also be a dielectric
and can polarize. Water molecules carry a fixed dipole moment and thus respond
to the Kelvin polarization force as well. The frequency of operation then becomes
a critical parameter as particles larger than water molecules will typically polarize
more slowly or less effectively at higher frequencies. Therefore, the particle size and
frequency of operation will become an important consideration when considering
DEP actuation.

6.2.2 Polarizability and Clausius-Mossotti Factor (CMF)

As mentioned in Sect. 6.2.1, the polarizability, α, of a given particle depends on
multiple factors including geometry, frequency of E-field oscillation (with angular
frequency, ω) and the electrical properties of the particle and ambient surrounding
environment. The constitutive law governing these properties of interest will be the
dielectric permittivity, ε, and conductivity,σ , of the particle and surrounding solution.
Since nearly all real materials will contain both a polarizable dielectric property and
conductive component, it is helpful to characterize thematerials’ electrical properties
using a single complex dielectric permittivity, ε̃ (ω), see Eq.6.3.

ε̃ = ε − ı
σ

ω
(6.3)

Since DEP typically operates within the low-frequency (e.g. RF regime), ε and σ

are simply the material’s DC dielectric permittivity and conductivity constants and ı
is the imaginary unit. This complex term, ε̃, can then capture both its dielectric and
conductive components and frequency response in a single term [3–5].

An effective polarizability, α̃ [units: C/Vm], then will be defined per unit volume
of the particle containing both the complex permittivity of the particle, ε̃p, and the
surrounding liquid medium, ε̃L–both frequency, ω, dependent.

In addition to the electric properties of the particle and solution, the geometry of
the particle also plays a significant role in its effective polarizability. For instance, an
ellipsoidal or elongated particle will feel a larger polarization force due to a greater
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spatial extent across theE-field gradient as compared to a spherical counterpart. Often
analytes are approximated as spheres (classic spherical “horse” physics approach)
to simplify derivation. This in fact is a fair approach as many particles are spherical
in nature and/or are spherical shells (e.g. membrane found cells, exosomes, viral
capsids, etc.). Additionally, the spherical derivation will serve as a conservative
“upper-bound” on the DEP force as geometrically it is the least polarizable shape
(i.e. the 3D shape with smallest surface area and largest symmetry) and thus will
be the shape with the smallest DEP force [3, 4]. Therefore, the polarizability for a
sphere and spherical shell will be discussed.

The effective polarizability for a sphere has been derived in extensive detail in
other works [3, 4] and is provided below-written in a form to include the Clausius-
Mossotti factor (CMF), ˜fcm(ω) [4], see Eq.6.4.

α̃ = 3 εL ˜fcm(ω) (6.4)

The, εL , is the real dielectric constant of the surrounding medium/liquid. All of the
complex components have been captured by the CMF for simplicity. A sphere with a
complex dielectric permittivity, ε̃p (defined using Eq.6.3), surrounded in a medium
with a complex dielectric permittivity, ε̃L , the classic CMF equation becomes the
following:

˜fcm(ω) = ε̃p − ε̃L

ε̃p + 2 ε̃L
(6.5)

When considering a spherical shell particle (e.g. cell, virus, functionalized
nanoparticle, etc.), a similar effective polarizability will result. The significant dif-
ference is a change in the complex dielectric permittivity of the particle, ε̃p, which
becomes more complicated due to a core with a different material and polarizability
response. Therefore, Eq. 6.5 will instead replace the solid sphere complex permit-
tivity, ε̃p with it composite shell counterpart, i.e. ε̃p → ε̃sp, defined as the following
[3, 4]:

ε̃sp = ε̃s

(

�3 + 2 ˜Msc

�3 − ˜Msc

)

(6.6)

˜Msc = ε̃c − ε̃s

ε̃c + 2 ε̃s
(6.7)

� = a

a − k
(6.8)

where, ε̃c, and, ε̃s , is the complexdielectric permittivity of the particle’s core and shell,
respectively. Additionally, a, and, k, is the radius of the particle and the thickness of
its shell/membrane layer, respectively.
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Fig. 6.2 Clausius–Mossotti factor (CMF): Example plot of the real CMF for different particles
in 1×PBS, 0.1×PBS, 0.01×PBS, 0.0005×PBS buffer (εL = 80 ε0, σ = 1.5 S/m) and DI water
(εL = 80 ε0, σ = 4 × 10−4 S/m). Positive values indicate frequencies for pDEP (or trapping) and
negative values indicate nDEP (or repelling) from the E-field gradient. a CMF for solid polystyrene
(εp = 2.56 ε0, σ = 160 × 10−4 S/m) spheres (Eq.6.5). b CMF for a vesicle with a 1 µm radius
(core: εc = 60 ε0, σ = 0.5 S/m) with a 5nm shell/membrane (εs = 10 ε0, σ = 1 × 10−8 S/m)
using the shell CMF model (Eq.6.6)

Using Eq.6.3, it is clear that the CMF will be frequency dependent with the con-
ductivity values, σ , dominating the magnitude of the complex dielectric permittivity
at low frequencies and the dielectric constants, ε, dominating the complex magni-
tude at high frequencies. Therefore, the real component of the CMF (i.e. Eq. 6.5)
can change as a function of ω, and will range from −1 to 1. Ultimately, the sign
on this value will then determine the direction of force exerted on the particle and
thus two regimes of operation will exist. The condition in which the real part of
the CMF is a positive value, will herein be referred to as positive DEP (pDEP), and
conversely negative DEP (nDEP) if the opposite is true. Examples of the CMF plot-
ted for solid spheres composed of different materials and a different sized shelled
vesicles is provided in Fig. 6.2.

6.2.3 Dielectrophoresis (DEP) Force Derivation

Starting with the Kelvin Polarization force density (Eq. 6.2) the polarization vector,
P, can be written in terms of the effective polarizability, α̃ per unit volume (Eq.6.4)
using the dipole relation (Eq.6.1):

FK = α̃ E · ∇E (6.9)

Equation6.9 can then be written more compactly using the following vector prop-
erty,1 see Eq.6.10

1 A · ∇ ( A) = 1
2∇(A · A ), where A is a vector.
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FDEP = 1

2
α̃ v ∇|E|2 (6.10)

Here, FDEP , is now a real force [units: N] after FK was integrated over the particle’s
volume, v. Therefore, by inserting the derived polarizability, α̃, (Eq. 6.4) and volume
of a sphere, Eq.6.10 is cast into the classic DEP force equation:

FDEP = 2π εL a3 Re
{

˜fcm
} ∇|E|2 (6.11)

In Eq.6.11, the real part of the CMF was explicitly used to express the real force
exerted on the particle with a radius, a. The E-field is assumed either DC or an RMS
AC value.

A couple of important observations can be made from Eq.6.11. First, the mag-
nitude of the DEP force depends on the gradient of the E-field squared. Increasing
the DEP force can be realized by either increasing the E-field strength itself (by
increasing the electric potential) resulting in a squared response in the DEP force,
or utilizing a geometry that promotes larger spatially varying E-field lines. This will
motivate the use of nanogap spaced electrodes in the following sections to boost the
gradient termwithout introducingmore power into the system. This comes at the cost
of reduced far-field manipulation (i.e. the trapping volume is decreased) due to more
spatially confined E-fields. Next, as mentioned in Sect. 6.2.2, the sign of ˜fcm will
determines the direction the sphere moves, either towards or way from the E-field
gradient. Therefore, careful choice in the operating frequency is needed depending
on the desired application and manipulation of the particle. Lastly, the DEP force has
a cubic response on the size/radius, a, of the particle. Therefore, smaller particles will
experience a significantly reduced DEP force compared to their larger counterparts
with all things being equal. For example, by reducing the particle size by half, the
DEP force is reduced 8-fold. This motivates a discussion on the effective trapping
volumes, i.e. the volume surrounding the E-field gradient in which a particle can be
effectively actuated via DEP forces, see Sect. 6.2.4.

6.2.4 DEP Trapping Volume

The DEP trapping volume is generally defined as the volume in which the DEP
force (Eq.6.11) can “sufficiently” manipulate a given particle. Since the magnitude
of |E|2 will diminish the farther the particle’s position is from the electrodes, the
resulting DEP force will decay at a similar rate of ∼|r|−2, where, r is some position
vector from the electrodes. Further, for a given voltage, the position, r, at which
the particle can be manipulated will greatly depend on its radius, a. Therefore, the
trapping volume will grow with a squared response to increasing voltage and will be
unique for a given particle size.

Once a solution is at equilibrium particles are evenly disbursed within a solution
and their resulting movement is stochastic (i.e. Brownian motion), governed my
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thermal energy. Therefore, classically the trapping volume is defined as the extent in
which the DEP force can overcome a 1D thermal motion (either a radial step towards
or way from the gap), assuming the electrodes are infinity long in one direction,
defined as [4, 7–9]:

|FDEP| >
kb T

2a
(6.12)

where T is the temperature of the solution and, kb, is Boltzmann’s constant. Using
Eqs. 6.11 and 6.12, the volume in which ∇|E| satisfies Eq.6.13 will define the trap-
ping volume in which particles entering the volume will then rapidly be accelerated
either toward or away from the E-field gradient depending on the sign of the CMF,
i.e. Re

{

˜fcm(ω)
}

.

∇|E|2 >
kb T

4π εL a4 Re
{

˜fcm
} (6.13)

Noteworthy observation, smaller particles exhibit stronger thermal responses, and
thus the trapping volume in Eq.6.13 was reduced by another factor of the particle
size, a, that further exacerbates the challenge of DEP trapping small particles. The
reducing effect on the trapping volume as a function of the particle size is illustrated
using coplanar electrodes, see Fig. 6.3.

Lastly, it is often useful to consider the amount of time necessary for a certain
particle concentration is reached for discernible detection when utilizing DEP in
biosensing applications. With a DEP trapping volume defined (Eq. 6.13), a sensing

Fig. 6.3 DEP trapping radius: A 2D electroquasistatic simulation of the spatial distribution of
∇|E |2 for a 10nm conformal Al2O3 layer (purple) that defines the electrode gap between coplanar
electrodes. Simulation was ran for a 1 VRMS (1MHz signal) electric potential and is assumed the
coplanar electrodes are infinite into and out of the page. The radial distance in which the beads will
be trapped due to the DEP force overcoming the thermal force, Fth, of Brownian motion (Eq.6.13)
are defined for polystyrene (PS) spheres with diameters of 40, 200, and 400nm in DI water
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surface is now effectively projected onto the surface area of this volume where
particles that pass through the surface of this volume with pDEP will be accelerated
to the sensor. Therefore, Eq. 6.15 can be used to predict the relative speed DEP will
accelerate the time of detection.

Considering a sensing area in which analytes will stick upon collision (e.g. chem-
ical binding or DEP trapping) that is semi-infinite, the diffusion driven surface cov-
erage per area as a function of time has been derived and is provided below (ignoring
surface saturation effects) [10]:

�(t) = 2 CB

√

Dt

π
(6.14)

where CB is the equilibrium bulk concentration, D is the Stokes-Einstein diffusion
constant and t is the time for the sensing area to reach a coverage of:�(t) [units:m−2].
Now, if analyte detection can be made at some limit-of-detection surface coverage,
�LOD, the time, td , for diffusion to fill the sensing surface to this value is:

td = π

4D

(

�LOD

CB

)2

(6.15)

TheDEP force can then reduces the time for detection, td , by effectively decreasing
the limit-of-detection,�LOD, due to the increased sensing surface area. For example,
if the limit of detection was one particle within a diffraction-limited laser spot (waist
= 1 µm), the �LOD ≈ 1/π(0.5 µm)2, where the area of the laser spot defined the
sensing area.Now, ifDEP is usedwith a cylindrical trapping volume (radius= 1µm),
the projected sensing area is expanded resulting in a 4-fold reduction in the limit of
detection: �LOD ≈ 1/π(1 µm)2 and thus 16× faster detection. In this way, Eq.6.15
can be used to approximate the quantitative gains DEP can offer for accelerated
sensing applications.

6.3 DEP Design and Fabrication for Single Molecule
Manipulation

Precise manipulation of single molecules such as DNA, RNA and protein are highly
important for various biomedical and biotechnological applications [11–14]. To
manipulate thesemolecules, whose diameters range from fewnanometers tomicrom-
eters, researchers have developed various micro-/nanofluidic platforms that employs
methods including electrophoresis, electroosmosis, electrofusion, electrowetting,
and dielectrophoresis (DEP) [15, 16]. Among these methods, DEP has been widely
reported for sorting, trapping, concentrating, and general manipulation of single
molecules [17–19]. Typically, these devices are coupled to microfluidics, either in
a basic configuration or more complex geometries up to full lab-on-a-chip systems.
Often DEP is coupled with other AC electrokinetic phenomena to achieve addi-
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tional capabilities (e.g. electroosmosis). Besides singlemoleculemanipulation, these
devices are also widely employed for the manipulation of single particle such as cell,
virus etc. A comprehensive review of single particle manipulation using DEP is not
attempted here but can be found elsewhere [3, 20].

A typical DEP device structure used for single molecule manipulation consists of
at least two metal electrodes with a gap size from 100nm down to 10nm between
them. More often an array of such electrodes was employed to scale up the device
efficiency.Amajor bottleneck inDEPmanipulation of singlemolecules is the fabrica-
tion of metal and/or insulating structures capable of generating the high electric field
gradients required for trapping and concentrating sub-micron/nano sized particles—
such as biomolecules. At these scales, particles exhibit high thermal forces due to
Brownian movement that must be overcome. Since FDEP is proportional to V 2 L−3,
(where V is the applied voltage and L is the distance between electrodes), a high
dielectric trapping force can be achieved either by increasing the voltage between the
electrodes or by reducing the distance between electrodes. Increasing applied voltage
could lead to unwanted heat generation, bubble formation, and electrochemical reac-
tions (e.g. hydrolysis) and hence is not desirable. On the other hand, shrinking the
separation between two electrodes can significantly increase the force for a given bias
voltage. Hitherto, most common DEP devices reported for single molecule manipu-
lation are nanogaps between at least two adjacent planar electrode structures [21–23],
although there are several reports on using nanopipettes for DEP trapping [24–26].

Different methods including electron beam lithography, electrochemical plating,
Atomic layer deposition (ALD), focused ion beam (FIB) lithography, shadow mask
evaporation, scanning probe microscopy lithography, on-wire lithography, and for-
mation of mechanical break junctions were reported to fabricate DEP devices for
single molecule manipulation [23, 30]. In many cases, different methods are often
combined to obtain the desired device design. Figure1.4 shows the different DEP
device designs used for single molecule manipulation. The first design is a common
four electrode assembly, called quadrupole electrode configuration [3, 31–34] (or
sometimes called polynomial electrode system because the electrode potential in
these system at any point is defined by a polynomial that obeys Laplace’s equation)
which are used for DEP trapping while maintaining the capability for electrorotation
for additional characterization of molecules (Fig. 6.4a). Molecules are trapped due to
positiveDEPbetween the electrodeswhere the electric field gradient is high (between
AC/ground pairs) and negative DEP causes them to accumulate towards the center of
the structure. Generally, this design consists of a pair of two electrodes (AC/ground),
but most common one employs four electrodes or the quadrupole for more stable
trapping. Versions of this configuration were reported for trapping and manipulation
of oligonucleotides [35], proteins [33] and single entities such as cells and viruses [3].
The design in Fig. 6.4b is an example of anAC/ground pair with a sharp end electrode
assembly reported for trapping small molecules such as proteins [9]. These devices
are fabricated mainly using electron beam lithography that offers precise control
of the electrode design. The small interelectrode distance realized in these devices
enables the generation of large electric field gradients required for the manipula-
tion of small biomolecules. The interdigitated device design depicted in Fig. 6.4c is

http://dx.doi.org/10.1007/978-3-030-90339-8_1
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commonly used for separation and concentration of biomolecules in flow-through
devices [21]. By coupling with other techniques such as acoustic waves [36] with
interdigitated electrode devices, molecules can be preconcentrated in these systems
prior to focusing them to specific flow channels or locations by using DEP. Other
variants of interdigitated devices such as castellated or sinusoidally corrugated elec-
trodes assemblies were also developed for precisemanipulation of single entities [37,
38].

Nanopipette based DEP devices were reported for single molecule manipula-
tion. The nanopipettes used for this application (Fig. 6.4d) generally has an internal
diameter of tip of 100–150nm, sufficient to create electric field strengths required
for trapping single protein molecules. Using a physiological buffer to retain protein
integrity, Clarke et al. measured protein conductivity and demonstrated the trapping
of two proteins, protein G, and immunoglobulin G, and a maximum of 3000-fold
protein concentration via positive DEP with reversible protein accumulation [28,
39]. In a later study Edel et al. reported another nanopipette based DEP device incor-
porating a nanopore for trapping of DNA molecules from ultra-low concentrations
at the nanopore for their subsequent detection via resistive pulse measurement [25].
A schematic of this device is shown in Fig. 6.4e. To adapt the nanopipettes (25nm
diameter) for use in DEP trapping, a thin 5nm layer of Au was deposited onto the
area surrounding the pipette tip. With the gold electrode in proximity to the pore,
high gradient forces can be generated at the pipette tip (nanopore) by placing it close
to a metal surface and applying an AC field between the gold coated at the pipette
and the metal surface to trap and concentrate analyte molecules at the nanopore. A
recent study from the same group reported another nanopipette based DEP device
comprised of two nanoelectrodes spaced few nanometers apart to trap andmanipulate
single molecules from both solutions and living cells (Fig. 6.4f) [24]. The application
of an AC voltage across these electrodes creates an electric field gradient, as high
as 1028 V2m−3 near the electrode gap. With such high field gradients, single DNA
molecules well below 200 base pairs could be trapped.

The AFM tip-based DEP device proposed by Wickramasinghe et al. enabled its
incorporation into a scanning probe platform for spatially resolved manipulation
of biomolecules within living cells, Fig. 6.4g [29]. These devices were fabricated
using commercially available conical, highly doped (resistivity 4−6 	cm) silicon
AFM probes by growing a 20nm thick layer of thermal SiO2 on them to electrically
insulate the entire silicon probe including the AFM cantilever and handling chip.
This was followed by the deposition of a Ti/Pt (10/20nm) layer onto the probe tip
by electron beam evaporation. The DEP electrodes were then formed by polishing
the end of the Pt coated tip until the doped silicon tip is just exposed. Application
of an AC field across the electrodes provided the electric field gradient required for
biomolecule trapping. Detailed reviews focusing on fabrication of nanoscale DEP
devices can be found in these references [22, 23].
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6.4 Dielectrophoretic Manipulation of Single Molecules

Single molecule sensing is a rapidly expanding technology for the detection and
quantification of a wide range of biomolecules including nucleic acids and pro-
teins. Many single-molecule detection technologies, such as nanopore sensing [40]
and field-effect biosensing [41] architectures offer significant opportunities for the
advancement of rapid Point-of-Care (POC) diagnostics. Nevertheless, the dominant
mechanism of capture and detection of the analyte in these sensors is diffusion-
limited, making it difficult to concentrate and perform high-throughput detection of
ultra-dilute samples [25]. Ever since Pohl and Hank first demonstrated the possibility
of employing DEP for selective separation of single entities [42], many researchers
attempted to extend the capability of this platform to break the diffusion barrier to
increase the selectivity and sensitivity of single molecule techniques. Hitherto, DEP
was reported for the manipulation of a range of biomolecules including DNA, RNA
and proteins [3, 17, 43]. However, as will be highlighted in the following sections,
DEPmanipulation of single molecules is at varying stages of development with each
method requiring continued research to reach its full potential.

6.4.1 Dielectrophoretic Manipulation of DNA and RNA

The ability to manipulate DNA molecules by exploiting its induced dipole moment
offers exciting possibilities for the development of novel DNA separation techniques
and their controlled movement for DNA diagnostics to a wider use in genomics
and proteomics. Experiments over the past three decades, have demonstrated ways
to orient, stretch, transport, and trap DNA using nonuniform fields generated in
microfabricated devices [3, 44–48].

In the first reported study on DEP behavior of DNA,Washizu showed that lambda
phage DNA (λ DNA) suspended in deionized water attracted towards the high field
regions of DEP electrodes upon application of a 1MHz voltage bias [49]. A follow up
study from the samegroupdemonstrated theDEP induced stretching andalignment of
single λDNAmolecule in solution [48]. Subsequent studies using different electrode
designs investigated the dielectric and DEP behavior of DNA.

Anexciting applicationof the earlier researchonDEPeffect onDNAcanbe seen in
the study by Yamamoto et al. where a novel method for the space-resolved dissection
(molecular surgery) of deoxyribonucleic acid (DNA) using electrostatic molecular
manipulation is demonstrated [46]. Unlike in the conventional restriction digestion
of DNA where DNA-cutting enzymes (Restriction enzymes, e.g. DNase) and DNA
are mixed in the reaction buffer and the restriction process is depending on stochastic
chances, the presented method offered a reproducible cutting of DNA at any desired
position along the DNAmolecule by its physical manipulation using DEP. To realize
this space-resolved fragmentation, DEP was employed to stretch and anchor the
molecule on a solid surface. Besides these applications, a wide range of reports on
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Fig. 6.5 DEP-Nanopore device for single molecule detection from ultra-low concentration
solutions: a Schematic of the nanopipette DEP-nanopore device showing DNA being threaded
through the tip of the device. b Fluorescent micrograph of DEP trapping showing the progression
of DNA trapping at the tip of the nanopipette at different time intervals. c Typical current modulation
associated with single DNA molecule translocation recoded across the nanopore. d Current traces
obtained using DEP as a pre-concentration step for four different concentrations (5 pM, 500 fM, 50
fM and 5 fM). A bias of |�V | = 500 mV was applied across the nanopore for all the experiments.
A single molecule translocation event is seen as spikes in the current trace. Figures reprinted in part
with permission from Freedman et al. [25] Copyright 2016, Springer Nature

DNA fragments sorting and concentration using various electrode configurations
and DEP characterization of different DNA molecules in low and high conductivity
media have also been reported. Comprehensive reviews on these developments can
be seen in these references [3, 44].

As mentioned in the previous section, an important aspect of single molecule
manipulation is to overcome the diffusion barrier in delivering analyte molecules
into the sensing regions of single molecule detection platforms—such as nanopore
sensors. This is particularly important for detecting ultra-low concentration ana-
lytes such as cell-free circulating DNAs for early cancer diagnosis. To address this
challenge, Edel et al. demonstrated a simple, yet powerful, method based on cou-
pling single-molecule dielectrophoretic trapping to nanopore sensing for trapping
and delivering DNA from ultra-diluted sample solution to the sensing region for fast
and easy single molecule detection [25]. A schematic of the experimental set-up
used for this study is show in Fig. 6.5a. Incorporation of a DEP trap to the nanopore
was achieved by adding a 5nm layer of gold onto the area surrounding the nanopore
(tip of the nanopipette). Typical nanopore experiments use a constant DC bias to
prompt the translocation of the analyte molecule through the nanopore while moni-
toring the current across the nanopore. The DC current modulation resulting from the
translocation of an analyte molecule across the nanopore is used to identify and char-
acterize the translocating molecule (Fig. 6.5c). In this study, an AC voltage (10–20V
and 0.5–4MHz) was applied to the metallized layer surrounding the nanopipette for
dielectrophoretic trapping and delivery of DNA (Fig. 6.5b) to the nanopore followed
by a DC voltage which translocates the molecules across the nanopore for sensing.
The AC and DC voltages are applied to the system using the two Au electrodes and
two Ag/AgCl electrodes, respectively. By using this set-up, high sensitivity detec-
tion in concentrations as low as 5 fM was achieved using optimized DEP trapping
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conditions (Vpp= 20V and 1MHz), Fig. 6.5d. The sensitivity enhancement is shown
to stem from a larger DEP trapping volume in combinationwith an enhanced delivery
of the DNA molecule into the sensing region by overcoming the challenges posed
by diffusion and electrophoretic properties of the analytes.

In another recent report, Edel et al. demonstrated the ability of DEP devices to
pick-and-place individual molecules of DNAby using aDEP nanotweezer [24]. DEP
tweezers were reported previously for picking and relocating single target cells but
their application for single molecule manipulation was limited by their large foot-
print and the difficulty in generating high DEP forces required for small molecule
manipulation. The DEP nanotweezer, on the other hand, was fabricated easily and
inexpensively from dual barrel capillaries by pulling them into sharp end pipettes
and pyrolytically depositing carbon inside the nanopipette to form two co-planar
nanoscale electrodes separated by ca. 20nm septum to generate high DEP forces
required for single molecule manipulation (Fig. 6.6a). This nanotweezer was then
employed in conjunction with an XYZ positioning platform to perform ‘pick-and-
place’-typemeasurements inwhich singlemolecules were trapped, moved at a veloc-
ity as high as 30µms−1 and then released at a specific location.Thiswas demonstrated
for DNA molecules of which a single molecule was traced using an image tracking
algorithm to follow the trajectory of the molecule from capture (Fig. 6.6b), move-
ment in the x–y plane (Fig. 6.6 panels c and d) and subsequent release (Fig. 6.6e).
Apart from using the DEP nanotweezers for performing single molecule manipula-
tion in solutions, they were also employed for trapping and extracting DNA, RNA
and individual organelles from living cells without affecting their viability.

One of the most important aspects in designing a DEP device for single molecule
manipulation is the voltage required for its operation. Most of the DEP devices
employed fromDNAmanipulation requires a high voltage for generating sufficiently
large electric field gradients [51]. Because of the sophisticated electronic instrumen-
tation required for generating these high voltages, it is of utmost importance to devise
strategies to reduce input voltage requirements to facilitate their deployment in ana-

Fig. 6.6 DEP nanotweezer for single molecule manipulation: a Schematic of a typical DEP
nanotweezer. Application of an AC voltage on the nanotweezer generates a highly localized electric
field gradient that is suitable for targeted molecular trapping in solution or inside a cell. Panels
b to e Pick-and-place of single molecule DNA using the DEP nanotweezer. The DNA molecule
is captured at the nanotweezer tip by turning on the AC field (b), the captured single molecule is
transferred from one position to another by moving the nanotweezer using a micromanipulator with
the AC field kept on (panels(c) and (d)) and then released by turning off the DEP (e). Scale bars
(right), 10 µm; inset, 2 µm [24]
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lytical platforms.Additionally, the use of high voltages inmicrofluidic channels filled
with conductive solutions generate significant Joule heating affecting the device sen-
sitivity. Thus, high input-voltages represent an obstacle toward creating fully inte-
grated, stand-alone platforms that can be used outside of a laboratory. To overcome
this challenge, Barik et al. developed a Graphene-edge dielectrophoretic tweezers for
low-voltage trapping of biomolecules [50].A combination ofALD,Photolithography
and electron beam depositionwas used to fabricate this DEP device, in addition to the
atomically sharp edges of monolayer graphene to generate singular electrical field
gradients for trapping DNAmolecules. A schematic of the device design is shown in
Fig. 6.7a where a metal electrode (Ti/Pd) was first patterned using photolithography
onto a thick layer of SiO2 (300nm) thermally grown on a Si wafer. This was followed
by a combination of reactive ion etc.hing and wet etc.hing. An 8nm thick dielec-
tric layer was deposited on top of the Pd electrodes with HfO2 using atomic layer
deposition (ALD). Then, single-layer graphene grown by chemical vapor deposition
(CVD)was transferred onto the wafer and etched into rectangular patterns. Electrical
contacts (Cr/Au) were patterned on top of the graphene layer via photolithography
and electron beam deposition. The bottom electrode and these top contact electrodes
were arranged in an interdigitated fashion to minimize series resistance and to pro-
duce more exposed edges to efficiently trap the DNA molecules. To demonstrate
the utility of the graphene electrodes in capturing biomolecules, DEP trapping of 10
kbp and 500 bp DNA molecules tagged with YOYO-1 dye at a final concentration
of 10 pM in a 10 µM KCl solution was performed. Trapping and releasing of 10
kbp DNA was observed at 1MHz and 10MHz, respectively (Fig. 6.7b panels i to
vii). 500 bp DNA molecules were found to trap along the graphene edge at 2.5V
and 1MHz frequency. This approach is scalable and highly reproducible at the wafer
scale. Additionally, the interdigitated electrode arrays allowed large coverage selec-
tive trapping and positioning of these DNAmolecules precisely along the atomically
sharp edges of graphene under the same low-voltage operation due to the extreme
DEP forces generated from the atomic graphene electrode flake.

High-aspect ratio, coplanar nanogaps have also been demonstrated for large sur-
face coverage with low-volt DEP; this configuration was especially optimal for
integration with anamorphic optics for rapid, real-time vibrational spectroscopic
imaging of molecular cargo within liposome capsules [52]. Moreover, the extreme
coplanar nanogaps were fabricated using a novel atomic layer lithography technique
that comprises the peeling of adhesive tape for creating the extreme aspect ratio
(e.g. <10nm electrode gap maintained over several millimeters in length) coplanar
electrodes [7, 53]. The entire coplanar nanogap can then be excited simultaneously
for Raman imaging using a laser line (via anamorphic optics) in which DEP pre-
cisely positions the analytes within the excitation and imaging path for readout using
an imaging spectrometer (Fig. 6.8). The nanogap separation offered 1V amplitude
trapping and active passing between segmented parallel structures of 70nm lipo-
somes containing 4-Mercaptopyridine (4-MPY), a small (0.1 kDa) Raman active
carbon ring molecule. Bare gold nanoparticles (AuNP) spiked into solution would
simultaneously be trapped (over a wide range of operating frequencies) to offer sur-
face enhanced Raman spectroscopy of the 4-MPY molecular cargo. Referred to as
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Fig. 6.7 Atomic scale graphene electrode for low-volt, large surface coverage DNA position-
ing. a Fabrication of a graphene-edge dielectrophoretic tweezers. (i) Schematic of the device. The
edge of graphene could provide the smallest possible radius of curvature necessary for generating
high electric field gradients. (ii)An illustration showing the region of strongest electric field gradient
is generated at the intersection of the edge of the graphene by applying an AC bias between the
graphene contact electrode (gold) and palladium gate electrode. (iii)Aphotograph of the chip. Scale
bar: 2mm. b DEP manipulation of DNA molecules. Panels (i) to (iii) Trapping and releasing of 10
kbp DNA was observed at 1MHz. Increasing the voltage amplitude from 2 to 2.5 to 3V, traps more
DNA molecules at the trapping sites. Panels (iv) and (v) At a higher solution conductivity (1 nM
DNA in 1 mM KCl, 0.93 mS/cm), DNA localization vs the tight trapping phenomenon is observed
at a higher frequency range. (ix) 500 bp DNA molecules (threshold ∇ |E |2 an order of magnitude
higher than that of the 10 kbp DNA molecules) were trapped along the graphene edge at 2.5V and
1MHz frequency. Figures reprinted in part with permission from Barik et al. [50] Copyright 2017,
Springer Nature
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Fig. 6.8 Coplanar nanogapDEP for trapping, RamanAnd Imaging Line (TRAIL) biosensing
of molecular cargo: a–b Anamorphic optics are used to generate a laser line excitation for Raman
imaging. A Powell lens (L1) and two cylindrical lenses (L2, L3) elongate a laser spot along one
dimension (a) and creates the laser line image at P1. A spherical lens (L4) then collimates the short
dimension (b) at P2, located at the back-focal plane of a microscope objective. c–d A scanning
electron microscope image of gold nanoparticles (AuNPs) trapped along the coplanar nanogap via
DEP (d) with the locations of the observed surface-enhanced Raman spectroscopy (SERS) overlaid
(c) of 4-MPY attached to the trapped AuNPs. e Two independent DEP devices are independently
operated for real-time positive and negative control TRAIL chemical imaging of liposomes carrying
4-MPY cargo. Bare AuNPs spiked into the solution provides the necessary SERS in which the
1099 cm−1 peak is plotted. The top device operates using a 1V amplitude, 1MHz signal and
generates pDEP for trapping both the liposomes and AuNPs. The bottom device initially operates
at 1V, 10MHz which generates nDEP for the liposomes and thus no SERS is observed. Once
the bottom device is switched to 1MHz, SERS spectra is then observed as liposomes carrying 4-
MPY are trapped. Inset contains a microscope image of the two independent DEP devices spatial
locations. Figures reprinted in part with permission from Ertsgaard et al. Copyright 2018, American
Chemical Society [52]

Trapping Raman And Imaging Line (TRAIL), this method offered label-free (i.e. no
chemical tagging necessary) for both rapid collection and detection of the target ana-
lytes that was 100 × faster than a similar point-scan imaging system using the same
dwell time and resolution [52]. By combining DEP with spectroscopic imaging, the
TRAIL platform can provide high-information datasets, containing spatial, temporal,
and spectroscopic with relative intensity information regarding molecular cargo in
biocapsules (Fig. 6.8). This could be especially advantageous for the characterizing
of exosomes–extracellular vesicles that are often low in concentration and known to
vary in size and molecular content, for early diagnosis of pathogenic behavior [52].

Unlike the large number of DEP literature on manipulation of DNA, very few
applications of DEP for manipulation of RNA was reported thus far. Giruad et al.
examined the DEP behavior of 16 and 23s subunits of E. Coli rRNA using interdigi-
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tated microelectrodes [54]. In their study the authors characterized the frequency and
voltage dependence on the trapping efficiency of the RNAs. The voltage dependence
measured at 1MHz ruled out any significant contribution of possible permanent
dipole moment of RNA molecules on their DEP response. In each bias, these RNA
molecules showedmaximumDEP trapping (positiveDEP) between3kHz and1MHz
and a negative DEP response above 9MHz. More recently, Edel et al. demonstrated
DEP trapping and extraction of RNA molecules from living cells [24]. Even though
the technology is in its infancy, DEP manipulation of RNA hold high potential in
terms of analytical applications especially for spatially resolved single cell RNA
mapping.

6.4.2 Dielectrophoretic Manipulation of Protein

Selective trapping and manipulation of proteins is essential for diagnostic applica-
tions as well as for understanding their structural and functional features. Hitherto,
many examples of DEP devices for trapping and manipulation of protein have been
reported in the literature [27]. A comprehensive review of dielectrophoretic trapping
can be seen in these references [27, 55]. Among the examples of DEP manipu-
lation of proteins reported thus far, the seminal work by Washizu et al. deserves
special mentioning [37]. Up until then, DEP was mainly employed for manipulation
of micrometer-sized particles such as biological cells, since DEP manipulation of
proteins requires relatively high electric field gradients to overcome the high Brow-
nian motion. Nevertheless, by using an interdigitated sinusoidally corrugated DEP
device,Washizu et al. demonstrated theDEP trappingofAvidin, concanavalinA, chy-
motripsinogen A and Ribonuclease A and attempted to perform ‘dielectrophoretic
chromatography’ to separate biopolymers based on their polarizability. Nearly a
decade later, Asokan et al., demonstrated another example of DEP manipulation of
actin-myosin systems using a quadrupole electrode system [56]. Figure6.9a shows
the actin filaments trapped at high field region in the quadrupole electrode with the
filaments oriented parallel to the field lines.

Another study by Holzel et al. demonstrating the trapping of freely diffusing R-
phycoerythrin protein deserves special attention, partially because of the improve-
ment in device design that enabled the generation of relatively high electric field
gradients [9]. The DEP device was comprised of planar gold electrodes prepared on
a low n-doped silicon substrate. To achieve a maximum field gradient while keeping
the heating effects and electrohydrodynamic fluid flow to a minimum, a pair of tri-
angular electrodes with a radius of curvature of less than 60nm and an interelectrode
distance of 500nmwas fabricated using electronbeam lithography. Figure6.9b shows
an electron micrograph of a typical DEP device used in this study. R-phycoerythrin
was chosen as the analyte molecule because of its intense autofluorescence and the
visualization of the trapping was achieved by recording the fluorescence intensity at
the electrode surface. Applications of a sinusoidal signal of 10V (root mean square)
at 1MHz resulted in fluorescing spots appearing independently at both electrode tips
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Fig. 6.9 Dielectrophoretic manipulation of protein a Fluorescent micrograph showing actin
filaments collected at the high field regions of a quadrupole electrode at an applied frequency of
1MHz and 7V. The polarized filaments orient themselves parallel to the field lines. Figures reprinted
in part with permission from Asokan et al. [56] Copyright 2003, American Chemical Society. b
Electron micrograph of DEP device used for trapping freely suspended R-phycoerythrin molecules.
Scale bar 5 µm. The largest electrode pair with 500nm gap width was used for DEP trapping of
the protein molecule. c Fluorescence micrograph recorded 10s after applying a voltage bias and
subsequent DEP trapping. The fluorescent spot at the electrode tip is due to the accumulation of R-
phycoerythrin molecules. Figures reprinted in part with permission from Holzel et al. [9] Copyright
2005, American Physical Society

within about 10 s Fig. 6.9c).When the voltagewas turned off, the fluorescent intensity
decreased as the molecules freely diffused away from the electrode tip. Subsequent
studies have demonstrated the DEP trapping and manipulation of a wide range of
protein molecules including streptavidin, immunoglobulins and amyloid beta fibrils.
An updated list of list of proteins captured or trapped using DEP devices can be seen
in this reference [55].

6.5 Discussion

Whilemanyadvantages existwith usingDEP for particlemanipulation, it is important
to understand its limitations and how it can be optimized in the future. The first
consideration is the operating frequency. It was provided in Sect. 6.2 that the CMF
determines the frequency response of the particle and that the sign on the real part
of Eq.6.5 indicates whether the particle feels pDEP where the particle feels a force
towards theE-field gradient (i.e. trapping) or nDEPwhere the particle is repelled from
the E-field gradient. Composite particles (e.g. a shell) can have complex frequency
responses that limit the range of frequency for either pDEP or nDEP (Fig. 6.2). Two
additional constraints can existwhich can further limit the operating frequency and/or
whether DEP actuation can be feasible.
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6.5.1 Electrolysis

The first is electrolysis and/or hydrolysis. Electrolysis refers to the oxidation or
reduction (REDOX) of chemical species within liquid bodies that is activated under
a voltage potential. This is called hydrolysis if the REDOX occurs with specifically
water molecules–generating hydrogen and oxygen gas. Hydrolysis can occur with
DC voltages as low as 1.23V [57]. Often passivization layers are used to mitigate
this effect and prevent the transfer of charge and REDOX reactions. However, this
can be problematic for DEP by consuming most of the strong E-field (especially for
nanogap DEP) within the passivation layer itself and thus reducing DEP actuation.

Another approach is to increase the operating frequency of theAC signal to reduce
the time for REDOX reactions. With sufficiently high operating frequency, the elec-
trolytic reactions can be reversed before adequate separation of the products can
accumulate (e.g. bubbles and gas formation) [58, 59]. Therefore, a balance must
be kept between the voltage, current, frequency, and passivization layer used. As a
reference, frequencies around 100 kHz, using 1Wof power (under 6–7V) and no pas-
sivation layer was at the threshold of negligible bubble formation as observed under
high-speed camera [58]. This then motivates using the highest operating frequency
available that still satisfies the CMF for the desired DEP actuation.

6.5.2 RC Roll-Off

The second limit on the operating frequency is RC roll-off [60, 61]. This is an
important consideration for nanogap DEP which will typically have larger device
capacitance and/or transparent and thin DEP electrodes which will typically have
larger series resistance. In principle, the DEP device behaves like a low-pass filter
with an upper bound cutoff frequency that must be considered. The DEP electrodes
will possess a capacitance,C , thatmust be given adequate time to fully “fill” or charge
for actuation. If the signal oscillates with too high of a frequency, only a fraction of
the voltage signal is dropped over the device resulting in poor DEP actuation.

Therefore, the operating frequency should be kept below the circuit’s cutoff fre-
quency (Eq.6.16) for all applications and is an upper bound for efficient power usage
for liquid actuation.

ω <
1

RC
(6.16)

In Eq.6.16, ω, is the angular operating frequency and R, is the entire circuit’s series
resistance (and/or sheet resistance for 2Dmaterials). Thin, transparent, or 2Dmaterial
conductors and semi-conductors used as DEP electrodes will often large resistance
which can reduce the cutoff frequency. Further, RF power sources are typically issued
a standard output impedance of 50 	. Therefore, this too will pose a limit on the
design of the DEP device and/or max frequency that can be used. Since nanogap
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DEP will have relatively larger capacitance due to a small electrode nanogap, g (see
Equation for a parallel plate capacitor) the electrodes should then be designed with
minimal area of overlap, A, (e.g. coplanar electrodes) to mitigate RC roll-off.

C = εA

g
(6.17)

6.5.3 Joule Heating

Lastly, as EM power is dissipated either as Ohmic current in ionic solutions or
displacement current in dielectric, the dissipation of this power often is converted
into heat (i.e. Joule heating) of the sample. The change in temperature, �T , of the
solution scales with the power dissipated (i.e. ∝ V 2) and can be approximated as
follows [7, 62]:

�T ≈ σV 2

2k
(6.18)

where σ is the electrical conductivity of the solution and k is the thermal conductivity
of the solution. Therefore, to mitigate the effects of Joule heating increasing the E-
field gradient (rather than the operating voltage) is desirable and is a main advantage
of using nanogap DEP.

6.6 Future Outlook

DEP has proven to be a versatile method for trapping, concentration, sorting and
manipulation of single molecules including nucleic acids and proteins. Single
molecule manipulation using DEP is straightforward and fully tuneable by alter-
ing the electric field strength and the medium conductivity. Hitherto, DEP devices
for single molecule manipulation are mainly composed of planar electrode geome-
tries that can be readily integrated intomicrofluidic platforms. Nevertheless, there are
several reports on using nanopipettes forDEPmanipulation of singlemolecules. Ever
since the first demonstration of DEP trapping of DNA, the huge amount of research
on single molecule manipulation using DEP has resulted in the development of a
variety of device configurations and experimental strategies. The mechanical robust-
ness and portability makes these platforms ideal candidates for using them with
various point-of-care applications in clinical diagnostics. Although much progress
has been made in the last three decades, the DEP single molecule manipulation sys-
tems can be further improved in many ways and adopted for new applications such
as continuous live cell sampling, early detection of disease biomarkers (e.g. exosome
characterization) and the structural investigation of biomolecules.
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Chapter 7
Optical Trapping of Single Molecules

Joshua Kolbow, Nathan Lindquist, and Sang-Hyun Oh

Abstract Since their invention in the 1970s, optical trapping techniques have
become well-known and effective methods for trapping particles on the micrometer
and nanometer scale. However, conventional optical trapping methods are unable to
trap particles as small as single molecules without using high optical powers that
would undoubtedly damage the sample. A variety of methods for single-molecule
trapping have been proposed and developed; this chapter discusses these methods
and their applications. The instrumentation and fabrication methods for performing
single-molecule trapping are also discussed.

7.1 Introduction

Because light carries momentum, when light collides with an object it transfers some
of its momentum to that object, exerting a force. This force is known as radiation
pressure. In the 1970s, Arthur Ashkin discovered that it was possible to utilize radia-
tion pressure to manipulate the position of micron-scale particles [1]. A laser beam,
when tightly focused, can produce radiation pressure high enough to generate what
is known as an optical potential well at the center of the focus. The result is that
nearby particles experience a force pulling them toward the center of the focus and,
if strong enough, holding them stationary there.

Duringhis foundational experiments,Ashkin used focused laser light to counteract
the Brownian motion of polystyrene microspheres ranging from 10µm to 25µm in
size suspended inwater [2]. He called this device a single-beam gradient force optical
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trap. These experiments demonstrated that optical methods alone can be used to trap
particles on these small scales. Ever since, plentiful research has been devoted to
utilizing and improving optical trapping techniques. In particular, it has found use
in microbiological research because of its ability to trap particles within biological
fluids for analysis. Optical trapping techniques have even been used to trap and cool
atoms to near absolute zero [3].

7.1.1 Theory

The basic theory behind optical trapping lies in the interaction between the electro-
magnetic field generated by light and the matter of the trapped particle. When placed
in an electromagnetic field, an object will experience a force, F, that can be written
in terms of the Maxwell Stress Tensor, T, as follows [4]:

< F >=
∫

σ

< T̂ > ·nds (7.1)

where ds is an infinitesimal surface element and n is the unit vector normal to ds.
This equation can be expanded to be generally written as the sum of three forces.
The first is the gradient force which, in the context of optical trapping, pulls objects
toward points of local maxima in the electric field magnitude. The second force is
the primary scattering force, pulling objects in the direction of light propagation. The
third force is a secondary scattering force; for the purposes of optical trapping, this
force is generally significantly smaller than the other two and, thus, can be ignored
[4]. This expanded equation can be written as follows [5]:

< F >= 1

4
R[α]∇|E|2 + σ

1

2
R[1

c
E × H∗] + σ

1

2
R[i ε0

k0
(E · ∇)E∗] (7.2)

where F is the force on the object, α is the polarizability of the object, c is the speed
of light, E is the electric field, H is the magnetic field, k0 is the wavenumber, ε0 is
the permittivity of free space, and σ ≡ k0 Im[α]

ε0
.

The behavior of these forces is significantly impacted by the size of the object
relative to the wavelength of the light carrying the field. In conventional optical
trapping, generally the object size is on the sameorder ofmagnitude as thewavelength
of the trapping light, at the boundary of Mie theory (for objects significantly larger
than the wavelength) and Rayleigh theory (for objects significantly smaller than
the wavelength). Single-molecule trapping, however, deals with particles lying well
within the Rayleigh regime. For such small particles, the magnitudes of the gradient
force and trapping force can be rewritten as follows [6]:

Fscat = I0
c

128π5r6

3λ4
(
N 2 − 1

N 2 + 2
)2n (7.3)



7 Optical Trapping of Single Molecules 235

Fgrad = −n3r3

2
(
N 2 − 1

N 2 − 2
)2∇|E|2 (7.4)

where I0 is the intensity of the trapping laser, r is the radius of the object, λ is the
wavelength of the incident light, N is the ratio of the refractive index of the object
to that of the surrounding medium, n is the refractive index of the object, E is the
electric field.

As can be discerned from Eq.7.4, the only way to increase the optical trapping
forcewithout altering the particle to be trapped or the environment around the particle
is to increase the gradient of the electric field magnitude. This can be done in two
ways. The first is to increase the overall magnitude of the electric field. The simplest
way to achieve this is to increase the power of the trapping laser. The second way is
to localize the electric field in a smaller volume. This is difficult to achieve because
the spot size of a laser beam at its focus is subject to the diffraction limit. Specifically,
the radius of the spot at the focus is given by this equation [7]:

r = 1.22
λ

2N A
(7.5)

where λ is the wavelength of the light and N A is the numerical aperture of the
focusing lens. There are a variety of factors that limit these values that are discussed
in Sect. 7.3.2.

Equations7.3 and 7.4 also make it clear that, in most cases of trapping objects
in the Rayleigh regime, the gradient force will dominate over the scattering force.
This is because the gradient force is proportional to r3 while the scattering force is
proportional to r6. Thus, decreasing the size of the object decreases the scattering
force much more than the gradient force. Because the gradient force is dominant,
optical traps can be understood as optical potential wells located within the potential
landscape created by a light field. The optical potential created by a light field can
be described at any point r0 in terms of the gradient force, F, by the equation [8]:

U (r0) = −
∫ r0

∞
F(r) · dr (7.6)

The strength or stiffness of an optical trap can be understood as the depth of the
optical potential well. In order for an optical trap to be effective, the depth of the
potential well must exceed the kinetic energy of the object, which is approximately
equal to its thermal energy kT where k is Boltzmann’s constant and T is the object’s
temperature (Fig. 7.1).

The depth of the potential well is directly related to the gradient force on an
object and, therefore, is similarly proportional to the cube of the radius of the object.
Thus, the depth of the potential well decreases significantly with the size of the
particle. This is why optical trapping gets significantly more difficult when trying to
trap particles on the nanometer scale. In order to account for this, the electric field
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Fig. 7.1 a In optical trapping, colloidal particles near the focus of the laser beam are pulled to the
center of the focus by the gradient force. Reprinted with permission from [9] c©Springer Nature. b
Particles within an optical trap are unable to exit unless their kinetic energy exceeds the depth of
the potential well created by the trap. Adapted with permission from [10] c©Springer Nature

intensity gradient needs to be significantly increased to trap particles at these small
sizes.

7.1.2 Single-Molecule Trapping

Due to the value of being a contactless and precise method by which to manipulate
particles in fluids, optical tweezers have been of particular interest to the research
of biological samples. Being able to selectively trap and move particles of interest
within a biological sample so that they can be analyzed individually is a valuable
asset. However, in order to trap particles as small as single molecules, conventional
tweezers would need to drastically increase the laser power being used, with laser
powers on the scale of 1W being required to trap particles around 10nm in size
[2]. This is generally unacceptable for trapping in biological samples because laser
powers of this level will damage biological materials. Furthermore, such high laser
powers generate a significant amount of heat and a high temperature gradient; this
can induce thermophoresis that can cause particles to escape from the trap. Instead,
other methods must be used to increase the trapping force for biological material.

Due to these limitations, early methods for the trapping of single molecules were
indirect methods. It was possible to manipulate single molecules with conventional
optical tweezers by first binding the molecule to a much larger particle (such as a
silica bead) and then trapping said larger particle. A variety of experiments have been
conducted using these methods. In particular, the measurement of biological forces
within protein binding and folding processes [11, 12]. DNA stretching experiments
have also been performed via indirect trapping techniques [13, 14]. These techniques,
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while effective, are not always useful and often complex because of the necessity of
binding mechanisms to tether the molecule to the larger particle.

In order to realize the nano-optical traps necessary for the trapping of single
molecules, a variety of methods have been proposed. In order to increase the trap-
ping force, there are two primary phenomena commonly utilized by these meth-
ods. The first of these is the use of nanostructures. When light is incident on these
nanostructures, the electric field is influenced by the shape of the structure. These
nanostructures can induce resonances in the electric field leading to much higher
magnitudes than the the focused light on its own. Furthermore, nanostructures can
significantly decrease the trapping volume by localizing the electric field maxima
within and at the edges of these nanostructure. These highly localized maxima are
commonly known as “hotspots.” As discussed earlier, both of these effects will lead
to an increase in the trapping force.

The other phenomena that many nano-optical trapping techniques utilize is plas-
monics. When light is incident on a metallic surface, the electric field causes oscil-
lations of the free electrons at the surface. These oscillations are known as surface
plasmons. These plasmons propagate along the surface from where the light is inci-
dent, generating electric fields at the surface as they go. Plasmons are useful for
trapping techniques because they can be localized far beyond the diffraction limit
of light [15]. Furthermore, the electric field magnitude generated by these plasmons
drops off exponentially from the surface. As such, the field gradients generated by
plasmons can be orders of magnitude higher than those generated by the incident
light source.

7.2 Single-Molecule Trapping Techniques

A variety of techniques have been proposed and implemented to enable single-
molecule optical trapping. In this section we will provide an overview of a few
of these techniques and the results they have achieved.

7.2.1 Plasmonic Nanostructure-Based Traps

Some of the earliest nano-optical traps were achieved by combining the two phe-
nomena described in Sect. 7.1.2. By designing metallic nanostructures specifically to
induce plasmonic resonance, it is possible to produce high-intensity sub-wavelength
trapping volumes and thereby achieve significantly higher trapping forces than con-
ventional optical traps. There are a variety of nanostructures that have been pursued
and are capable of accomplishing this (Fig. 7.2).

One of the first instances of such a trapping device was realized in 2008 by
Grigorenko et al. [16] and consisted of an array of gold nanopillars in closely spaced
pairs on a glass surface. These nanopillars, when illuminated, each had their own
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Fig. 7.2 a Micrograph of the array of nanopillar pairs used by Grigorenko et al. Adapted with
permission from [16] c©Springer Nature. b Simulation of the excited electric field power of a
nanopillar pair. Adapted with permission from [16] c©Springer Nature. c By focusing light onto
a nanopillar pair as shown in the schematics on the left, a 200nm bead was trapped in the gap
between the pillars and its motion was recorded in the graph on the right. Adapted with permission
from [16] c©Springer Nature. d Scanning electron micrograph (left) and three-dimensional atomic
force micrograph (right) of the double nanopyramid structures used by Tsuboi et al. Adapted with
permission from [17] c©AmericanChemical Society. e Simulation of the ratio of the induced electric
field intensity to the incident electric field intensity when the double nanopyramid structures are
illuminated by laser light. Adapted with permission from [17] c©American Chemical Society

plasmon resonance.Whenplacedwith a small gap between them, the electromagnetic
interaction between two nanopillars alters the individual resonance of each, forming
two new resonances for the pair of nanopillars. This results in an intensity peak at
the gap between the pillars that is significantly higher than the incident beam or the
field around a lone nanopillar and is also well below the diffraction limit in volume.
Ultimately, they reported that the average trapping force produced by this system
was approximately 10 times higher in magnitude than a similar conventional optical
trap would produce. Thus, this trap was able to efficiently trap particles with sizes
well below the wavelength of the incident light. This experiment was only scratching
the surface of the potential of these devices.

In the following years a plethora of research groups fabricated their ownplasmonic
nanostructure-based traps.Many of these showed significant improvements on earlier
designs. Other designs utilized structures such as nanoblocks [18] and nanopyramids.
One such design by Tsuboi et al. [17] utilized gold nanopyramids that were tightly
grouped in pairs similar to the nanopillar design. This design, however, offered much
greater field enhancement and, thus, the ability to trap much smaller particles and at
lower incident light intensities. It was demonstrated that this design was capable of
enhancing the incident electric field intensity by as much as four orders of magnitude
and stably trap quantum dots as small as 10nm in diameter. In a later experiment, they
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demonstrated that this structure could be utilized for the trapping andmicropatterning
of DNA [19]. Plasmonic nanostructure devices also can be integrated with heat sinks
to avoid the potential problem of thermophoresis from heating due to high intensity
peaks [20].

Nanoapertures are another type of nanostructure that have been extensively used
for nanoscale trapping. Apertures such as double nanoholes and nanobowties in
particular have been utilized in a variety of single-molecule trapping experiments.
These structures are particularly effective compared to other nanostructures due to
their ability to utilize a phenomena known as self-induced back-action to improve
trap stability. This phenomena and the devices that utilize them are discussed in detail
in Sect. 7.2.2. Saleh and Dionne suggested that a coaxial nanoaperture could be a
powerful trapping structure, specifically by tapering the thickness of the aperture it
could be capable of trapping particles under 2nm in size while using reasonably low
trapping powers. Zhao et al. demonstrated that coaxial nanostructures and circularly
polarized trapping light could be used to selectively trap sub-20nm chiral molecules
based on the handedness of their chirality [21].

One of the primary drawbacks of these plasmonic nanostructure-based traps is
that their ability to manipulate the position of a trapped particle is severely limited
because the trap is located at a stationary nanostructure. A few setups have shown
a limited ability to manipulate the position of a trapped particle around the surface
of a nanostructure by utilizing the effects of polarization on plasmon propagation
to control the location of the trap [20]. A common method by which conventional
optical tweezers manipulate particles is by using holography to shape the trapping
beam and adjust the position of the trap. Holographic beam-shaping can similarly be
used to control the position of plasmonic traps. Huft et al. [22] utilized holography to
control the phase of a ring-shaped beamof light incident on a bull’s eye nanostructure.
In doing so, they demonstrated control over the location of positive interference of
the plasmons (the trapping location) in the region at the center of the structure. While
allowing for more arbitrary movement, manipulation was still limited to the confines
of the structure.

One method by which the manipulation capabilities of these structures has been
significantly increased is by attaching these structures to probe tips. A common
method of doing this is to place a plasmonic nanoaperture at the tip of a near-field
scanning optical microscopy (NSOM) probe [23]. Berthelot et al. [24] demonstrated
that such a setupwas capable of stably trapping particles as small as 20nm in diameter
and arbitrarily moving them through the sample.

7.2.2 Self-Induced Back-Action Traps

While nanoaperture structures allow for significant increases in optical trapping
forces through plasmonic amplification alone, there is also another effect present
when using such structures. This effect is reliant on the fact that the presence of
a particle within an aperture has a significant impact on the transmission of light
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Fig. 7.3 a Scanning electron microscope image of the double nanohole aperture used by Pang
and Gordon. Adapted with permission from [25] c©American Chemical Society. b Graph of the
optical transmission through a double nanohole aperture during the trapping of a BSAmolecule. The
trapping event can be seen clearly as well as the unfolding of the protein within the trap. Adapted
with permission from [25] c©American Chemical Society. c A schematic of a bowtie nanoaperture
at the tip of an NSOM probe. Adapted with permission from [24] c©Springer Nature. dMicroscope
image of a laser beam shaped into a ring via hologram and focused onto a bull’s eye nanostructure
for the experiment done by Huft et al. Adapted with permission from [22] c©American Chemical
Society. e Illustration of the constructive interference of plasmons at the center of the bull’s eye
structure in the Huft et al. experiment. Adapted with permission from [22] c©American Chemical
Society

through said aperture. If the particle being trapped within the aperture has a higher
index of refraction then water, the transmission through the aperture will increase.
This increase in transmission is equivalent to an increase in the amount of photon
momentum travelling through the aperture. Similarly, the particle moving out of the
aperture will decrease the amount of photon momentum travelling through the aper-
ture. Newton’s third law dictates that a restorative forcewill act in opposition to either
of these momentum changes. Essentially, this restorative force will act opposite to
the movement of any particle within the aperture. This phenomenon is known as self-
induced back-action (SIBA) and significantly increases the efficacy and efficiency
of plasmonic nanoaperture traps (Fig. 7.3).

Juan et al. [26] investigated the benefits of SIBA in gold single nanohole apertures.
They found that SIBA actually had a greater impact on the trapping efficiency than
the Rayleigh gradient force that accounts for the entirety of trapping in most other
techniques. In fact, it was determined that the introduction of SIBA allowed for stable
trapping at optical powers an order of magnitude lower than other methods allowed.
This is particularly impactful for single-molecule trapping because it enables trapping
significantly smaller particles without increasing the optical intensity, significantly
reducing the risk of photothermal damage to the molecule or thermophoretic effects
destabilising the trap.
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Pang and Gordon [25] demonstrated the power of SIBA traps using a double-
nanohole aperture in a gold film. Using this structure, they were able to trap a single
BSA molecule with a radius of 3.4nm at the boundary between the two nanoholes.
Furthermore, theywere able to stably trap thesemoleculeswith laser powers as low as
3.5mW,which is quite low formost optical trapping setups.A subsequent experiment
demonstrated that itwas possible to performRaman spectroscopyonparticles trapped
in this structure [27]. Another aspect of SIBA traps that was demonstrated by this
experiment was that the significant impact a particle has on transmission through the
aperture can serve as an extremely sensitive sensor with a high signal to noise ratio.
Because they are nanoaperture-based, SIBA traps can similarly be attached to the
end of probe tips to allow manipulation of the position of trapped particles [24].

7.2.3 Waveguide-Based Traps

Another method proposed to overcome the diffraction limit to increase the trapping
force is by using optical waveguides that are sub-wavelength in size. By using such
waveguides it is possible to condense the electromagnetic energyof light into volumes
smaller than is allowed by the diffraction limit. However, most of this energy is
contained within the waveguide itself and, thus, is not helpful for trapping purposes.
However, structures known as slotwaveguides are able to confine the electromagnetic
energy of light within a liquid core by surrounding that core with materials of high
refractive index. Thus, slot waveguide based optical traps are able to trap particles
within the core of the waveguide.

Yang et al. [28] demonstrated the efficacy of such a method. Their slot waveguide
was capable of achieving trapping volumes on the scale of 10 s of nm, thus being
able to trap sub-100nm particles across the length of the waveguide. Furthermore,
the trapped particles were simultaneously transported along the length of the waveg-
uide by the propagation of light within the waveguide. Such a system is potentially
a powerful tool as it can serve as an optically-driven microfluidic channel which
particles can be pulled into and transported throughout the system.

Waveguides have also been used in coordination with photonic crystal resonators
to produce stable nanoscale optical traps. Mandal et al. [29] demonstrated this by
coupling a waveguide to a silicon photonic crystal resonator producing a stationary
interference pattern within the resonator. This interference pattern resulted in an
electric field thatwas both high intensity and tightly confined in a sub-100nmvolume.
This setup was able to stably trap sub-100nm particles. Chen et al. demonstrated that
a similar device could be used to trap individual Wilson disease proteins [30].
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Fig. 7.4 a Schematic illustrating the trapping and transport of nanoparticles within a slot waveg-
uide. Adapted with permission from [28] c©Springer Nature. b Illustration of the electric mode
responsible for trapping within a slot waveguide. Adapted with permission from [28] c©Springer
Nature. c Schematic of the waveguide-integrated photonic crystal resonator trap used by Mandal et
al. Adapted with permission from [29] c©American Chemical Society. d Simulation of the electrical
field and optical forces present within the architecture used by Mandal et al. Adapted with permis-
sion from [29] c©American Chemical Society. e Diagram of the WGM resonator optical trapping
setup. Adapted with permission from [31] c©John Wiley and Sons. f BSA molecules are trapped at
plasmonic hotspots and cause a shift in the resonance peak detected at the photodetector. Adapted
with permission from [31] c©John Wiley and Sons

7.2.4 Whispering Gallery Mode Based Traps

Whispering gallery mode (WGM) resonators are devices wherein a laser source is
coupled to a microsphere (often glass or silica) where the light is contained at the
surface of the sphere via total internal reflection. Due to the high Q-factors that
these devices are able to achieve, these devices are able to detect minute wavelength
shifts in optical spectra. For this reason, they have been used as extremely effective
biosensors. By coupling these devices to plasmonic structures, it is possible to create
nanoscale optical traps (Fig. 7.4).

Such a device was first realized by coupling a silica microsphere WGM resonator
to a random array of gold nanoparticles [31]. The electric field at the surface of
the WGM resonator excited plasmons within the 55nm diameter nanoparticles. The
result was a random array of sub-wavelength plasmonic hotspots that each act as
an optical trap. Santiago et al. created such a device and demonstrated the opti-
cal trapping of BSA molecules at these plasmonic hotspots. The integrated optical
trapping allows this device to achieve significantly higher sensitivities than similar
WGM biosensors. A recently proposedWGM device based on a silica double-toroid
structure with a nanoscale gap between the toroids [32]. Simulations suggest that
this structure should be able to stably trap sub-10nm particles.
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7.3 Fabrication and Instrumentation

Beyond the underlying theory, single-molecule optical trapping experiments rely on
a variety of fabrication techniques, optical components, and other instruments. In this
section we provide an overview of the fabrication techniques and instrumentation
that enable single-molecule optical trapping.

7.3.1 Fabrication of Plasmonic and Resonant Nanostructures

Because so many single-molecule optical trapping techniques rely on nanostruc-
tures and the potential landscapes that they are capable of producing, fabrication
methods are a vital step in the development of these techniques. Many of the pre-
viously discussed methods relied on the creation of structures with features on the
nanometer scale. Furthermore, the propagation of surface plasmons across a metal-
lic surface relies on the smoothness of said surface, with atomic-scale defects being
capable of disturbing plasmon propagation and the field it produces. The develop-
ment and improvement of fabrication methods capable of producing small feature
sizes and atomically-flat surfaces has similarly enhanced the capabilities of these
single-molecule trapping techniques.

A common approach to fabricating these structures is by utilizing top-down
lithography techniques of which there are two primary varieties: electron beam (E-
beam) lithogrpahy and focused ion beam (FIB) lithography. FIB lithography, uses a
beam of charged ions as a method of etching through materials. As such, many of
the plasmonic nano-apertures (negative-type structures) discussed previously were
constructed via FIB lithography [24]. In contrast, positive-type structures such as
nanopillars [16, 20] and nanoblocks [18] tend to be fabricated using E-beam lithog-
raphy. E-beam lithography is an extremely versatile technique because it does not rely
on photomasks and instead can expose resist in arbitrary patterns. It is also capable
of producing the nanometer-scale feature sizes that many nano-optical traps require.
E-beam lithography is often used with positive resists such as PMMA followed by a
metal lift-off process.

For plasmonic nanostructures, there are a variety of methods that can be used
to create atomically-flat surfaces. A common method is to use e-beam lithography
to pattern an atomically-flat substrate such as silicon to use as a template for the
structure [20, 22]. Metal can then be deposited onto this patterned substrate and
subsequently removed by adhering the metal to another, unpatterned, substrate. The
patterned substrate can then be reused to fabricate more structures. This process is
known as template-stripping. Another valuable method is atomic layer deposition
(ALD). ALD is a process characterized by deposition of metallic material by one
layer of atoms at a time. This allows for the fabrication of layers and, thus, features
with sub-nm resolutions and atomically-flat surfaces.
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Though these two techniques are the most common, there are a variety of other
techniques that have been utilized for optical trapping purposes. Of particular interest
are methods that are able to fabricate many nanostructures in parallel. One such
method is colloidal lithography. It was recently shown that by randomly attaching
nanospheres to a surface by evaporating a solution of these colloidal nanospheres
atop the surface and subsequently depositing metal onto the surface it is possible
to create single and double nanohole apertures [33]. The nanopyramid structures
used by Tsuboi et al. [17] were fabricated using a similar nanosphere lithography
technique known as angle-resolved nanosphere lithography (AR NSL).

7.3.2 Instrumentation

At the most basic level, an optical trapping setup only requires a trapping laser and
lens to focus the laser to a diffraction-limited spot.

There are a variety of factors that affect the choice of trapping laser for an optical
trapping setup. In general, optical trapping setups have incorporated lasers with
wavelengths in the red or infrared regime, though some have reported achieving
higher trapping efficiencies using green light [34]. Infrared lasers, despite their longer
wavelengths leading to larger trapping volumes, have been commonly used in the
optical trapping of biological material because biological material tends to have a
much lower absorption coefficient in the infrared regime. Infrared lasers, therefore,
are much less likely to damage such material even at the high intensities required
for optical trapping. Most commonly, continuous-wave lasers are used to ensure
constant and stable trapping; however, in some cases it is preferable to use a pulsed
laser because it is possible to achieve significantly higher electric field intensities,
and thus larger trapping forces, momentarily without significantly increasing the
photothermal effects on the sample. Shoji et al. demonstrated that when trapping
biological material using plasmonic nanostructures using a pulsed laser can prevent
the material from becoming fixed on the surface of the nanostructure [19].

The choice of focusing lens can also have a significant impact on the efficacy of the
trap. In particular, choosing a lens with a high numerical aperture can significantly
decrease the spot size at the focus (as can be seen in Eq.7.5). Generally, a microscope
objective is used as the focusing lens. These lenses are readily available and allow
optical tweezing setups to be integrated into existing microscope setups. This is very
useful for simultaneous observation of the sample during trapping. In particular, oil
immersion objectives are highly valuable for optical tweezing as they allownumerical
apertures between 1 and 1.4, whereas 1 is the theoretical maximum for conventional
objectives.

While these are the two primary components of every optical trapping setups,
there are a variety of other components that are commonly and preferentially used.
Most often, the trapping laser is sent through a series of optical elements to align and
collimate the laser. Ideally, the trapping laser is expanded and collimated such that
it fills the back aperture of the focusing lens; this guarantees that the laser beam is
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focused to a tight diffraction-limited spot [35]. Other optical elements can be used
to perform beam steering. By translating the beam steering elements, it is possible
to deflect the focus of the trapping beam within the sample, moving the trap and any
trapped particles along with it. The beam may also be reflected off of or transmitted
through a spatial light modulator to enable holographic beam-shaping to control the
position and shape of the trap at the sample.

Most often, being able to observe the trap during operation is an important compo-
nent of an optical trapping setup. For this purpose, a secondary light source is used for
illumination. Some setups utilize the white light source often already incorporated
into microscope setups to illuminate the sample, while other setups use a secondary
illumination laser. A secondary illumination laser is commonly used when the parti-
cles to be trapped are fluorescent or fluorescently tagged, as this can make observing
even particles on the nm scale trivial. Regardless of what secondary illumination
source is chosen, it is usually necessary to use a dichroic beamsplitter or bandpass
filter to separate the trapping laser light from the illumination light before observa-
tion because the high intensity of the focused trapping laser can make observing the
trapped particle difficult or potentially even cause damage to the imaging device.

There are a variety of instruments that can be used to image or sense trapping
events. Some setups, such as the one shown in Fig. 7.5, are able to detect trapping
events by simplymeasuring the transmission of the trapping laser through the sample.
This is method is particularly effective in nanoaperture traps due to the large effect

Fig. 7.5 A fairly orthodox example of an optical tweezing setup. The laser passes through an
optical density filter (ODF) to limit the power, a half-wave plate to rotate the polarization of the
beam(HWP), and a beam expander (BE) before being direct by a mirror (MR) into the focusing
oil immersion microscope objective (OI MO) which focuses the beam onto the sample. The beam
then passes through another microscope objective (MO) to finally be focused on an avalanche
photodetector (APD) to measure the transmitted light. Adapted with permission from [36] c©The
Optical Society
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nanoparticles present in the aperture have on transmission through the aperture, as
discussed in detail in Sect. 7.2.2. Similar results can be achieved with other resonant
plasmonic nanostructures since nearby particleswill affect the resonantmodeswithin
the structure, though the effect will be considerably less and thus must be measured
using sensitive devices such as an avalanche photodiode or electronmultiplyingCCD.
In contrast, when illuminating the sample with a secondary source, observation can
simply be done using a CCD camera. It is also often desirable to be able to quantify
the position of the trapped particle in order to quantify the stiffness of the trap.
Processing the images from a CCD camera using position tracking software (e.g.
rapidSTORM) makes acquiring this information fairly straightforward.

7.4 Outlook

Optical tweezers have proven themselves to be a valuable tool in research in micro-
biology and throughout the field of nanotechnology. The last two decades have seen
significant strives made in improving optical trapping techniques and pushing them
into the trapping of nanoscale particles. As can be seen throughout this chapter, there
are a variety of paths and techniques that have been and continue to be explored for the
trapping of single-molecules. Optical trapping can significantly increase the sensitiv-
ity and effectiveness of biosensors and spectroscopy techniques. Asmicrofabrication
technology improves, the capabilities of these techniques continue to improvewith it,
opening up new opportunities in the pursuit and utilization of single-molecule optical
trapping techniques. Furthermore, the continued growth of interest in the develop-
ment of lab-on-a-chip devices drives an increased need for effective and non-invasive
methods by which to transport material throughout these devices. Optical tweezers
can surely be an effective tool through which to do so.
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Chapter 8
Applications of Trapping to Protein
Analysis and Interactions

Reuven Gordon

Abstract While optical tweezers have long allowed for studying proteins and their
interactions, nanotechnology has allowed for fabrication of tweezers that are capable
of trapping even single proteins. The use of apertures in sensing applications has been
introduced in previous chapters, as well as a discussion of optical tweezers for single
molecule analysis. The present chapter focuses on applications to protein analysis,
showing different techniques that have been developed as well as challenges for
the approach. This includes analysis based on intensity changes due to proteins and
nanoparticles entering the optical trapping region, moving in the trapping region,
and being modulated by high-frequency laser intensity beating (in the 1–1000GHz
regime).

8.1 Introduction

The advancement of nanotechnology has allowed for probing the nature of life at the
single molecule level. Single molecule techniques show a diversity of interactions
that are washed out by ensemble measurements: rare events, events that have a lower
signal, events that operate at a different timescale [1]. They allow for seeing dynamics
without synchronization: getting all the molecules to the same starting point requires
some synchronization that perturbs the system away from its natural conditions. They
allow for probing interactions at equilibrium, such as on-off binding, whereas most
other kinetic measurements need to be perturbed away from equilibrium.

Fluorescence labeling is one of the primary ways of studying single molecules.
While already established and continually providing significant scientific advances,
fluorescence has the drawbacks of:

• limited time resolution due to the requirement for photon counting;
• blinking;
• bleaching;
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• tags altering biomolecule propertes; and
• indirect measurement of properties that are interpreted from changes in the fluo-
rescence signal (e.g. Förster resonance energy transfer).

While the ideal fluorescent label will not change the properties of the protein, studies
are showing that labelling changes the energy characteristics [2], and interactions [3].
To overcome these limitations, techniques that do not use fluorescence are desired.

Another common approach to understanding biomolecules is to use tethers. This
has been applied to fluorescence studies, such as those that interrogate protein confor-
mation changes [4], as well as to numerous works with optical tweezers [5]. Again,
the tether immobilizes the biomolecule againsts its free motion, changes its natural
properties and introduces steric hindrance. Ways of holding onto single molecules
that do not require tethering are desired.

Optical tweezers use laser light to hold onto nanoparticles. By monitoring the
scattering of this light, it is possible to gain information about the particle that is
trapped in the tweezer. This can be done for extended periods, at the single particle
level, without the need for tethers or labels, and at high speeds (potentially faster
than nanoseconds). These features make optical tweezers, particularly nanoaperture
tweezers capable of trapping single proteins, of interest to single molecule studies.

8.2 Optical Tweezers and Proteins

We consider a basic treatment of optical tweezers and how they hold onto nanoparti-
cles. The aim is to show that the laser powers required for manipulating proteins are
impractically large with conventional optical tweezers, and that focusing the opti-
cal power down to the nanoscale (extreme subwavelength) and using “self-induced
back-action” (SIBA) are beneficial ways to make protein trapping practical. We also
show the influence of the optical potential to change the shape of the trapped particle.

8.2.1 Stable Trapping Against Thermal Motion

Weconsider the problemof using an optical tweezer tomanipulate a protein. The type
of tweezer we consider is a non-resonant focused beam that scatters off a nominally
neutral particle. Such a tightly focused beam was used to trap colloidal particles of
100nm in size in 1986 [6]. This was then promptly applied to the trapping of bacteria
and large viruses [7].

For trapping proteins, in the single digit nanometer range, impractically high
intensities are required. The potential energy associated with a polarizable dipole
(the model for the protein) in a electromagnetic field (the light) is given by:
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U = −1

2
p · E (8.1)

where p is the dipole moment and E is the electric field.
While the energy of the dipole itself increases, the total energy decreases by an

equal amount and so the potential minimum occurs for location of the highest field
intensity [8]. The optical potential energy should be significantly larger than the
thermal energy kBT (where kB is Boltzmann’s constant and T is temperature in
Kelvin) to hold the particle stably against thermal motion [6].

To give numerical examples, we estimate the intensity required to give the same
potential energy as the thermal energy kBT at 300K for a 5nm diameter spherical
particle (approximate size of a globular protein of 50 kDa), assuming the relative
permittivity of the particle εd is 2.25 and the surroundingmedium relative permittivity
εb is 1.77.

Ignoring retardation and losses, the polarizability of a prolate spheroid (the
approximate shape of the protein—say a globular protein) is:

α = V ε0 (εd − εb)

A (εd − εb) + εb
(8.2)

where V is the volume of the particle and ε0 is the free-space permittivity and A is
a geometric factor:

A = (
ξ 2 − 1

) (
ξ

2
ln

[
ξ + 1

ξ − 1

]
− 1

)
(8.3)

where ξ = a/
√
a2 − b2 and a and b are the long and short axes, with A = 1/3

for a sphere. Since p = αE, using these values, we find that 1014 W/m2 is the beam
intensity required, which corresponds to approximately a 100W laser beam focussed
down to a micrometer squared, or a 10 mW beam focussed down to 10nm squared.
(Conventional lenses can focus down to a spot size of approximately the wavelength
squared, so this is the reason for themicrometer squared diameter;whereas plasmonic
structures allow for much tighter field confinement near the surface of a metal). It is
clear that focusing down to subwavelength volumes allows for more practical beam
powers. It also means that the particle is more confined. Even so, this is a substantial
amount of tightly focussed power that is required to even reach the thermal energy
threshold—even higher powers would be required for stable trapping.

8.2.2 Elongation and Orientation

We now consider the deformation of the nanoparticle/protein from the optical poten-
tial. Changes in the shape of the particle can also result in changes in p, and so the
potential energy associated with those changes are also reflected in Eqs. 8.1 and 8.2.
If the particle is extended by 10% along one axis while maintaining the volume, the
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polarizability changes by 1%. The amount of energy available to elongate the parti-
cle by 10% is about 1% of the trapping energy, so typically some (small) fraction of
the thermal energy when stable trapping is achieved. This elongation is commonly
referred to as electrostriction.

It is also noted that the polarizability along the long axis is the highest, and so the
potential energy minimum occurs when the particle is oriented along the direction of
the electric field of the light. This acts to rotate the nanoparticle/protein to be oriented
with its long axis aligned with the electric field polarization.

8.2.3 SIBA

Additional trapping efficiency is gained if the nanoparticle/protein itself influences
the field, E, in Eq.8.1. One example is in a photonic crystal cavity: the nanoparti-
cle/protein itself shifts the resonance of the cavity and thereby changes how much
laser energy is coupled into the cavity [9]. Analysis in that work showed that stable
trapping could be achieved for 100nm particles that are about half the size of the
photonic crystal holes using 100 mW of power inside the cavity. Actual trapping
of mutant Wilson disease protein (estimated to be about 10nm in diameter) in a
photonic crystal cavity was published in 2012 [10]. In that work, the protein was
fluorescently labelled to identify when it was trapped and around 10 mW of power
was coupled into the cavity (although with a quality factor of several thousand, the
intensity is expected to be 3–4 orders of magnitude larger inside the cavity, which is
similar to the analysis above).

The nanoparticle did not have a large influence on the field distribution in the
photonic crystal cavity case. Calculations of the force by energy methods (Maxwell
Stress Tensor) or perturbative dipole analysis yielded the same results [9]. By con-
trast, in subwavelength circular apertures in metal films the nanoparticle has a large
influence on the field distribution and so the force calculated with Maxwell Stress
Tensor analysis was around 5 times larger [11]. Other works had previously investi-
gated trapping with circular apertures prior to the investigation of SIBA [12, 13].

Trapping withmetal apertures can be thought of as a resonance effect if plasmonic
resonances are considered. Since the field distribution is changed substantially, it can
also be thought of as effectively increasing the size of the aperture through “dielectric
loading”. Hans Bethe showed that apertures in thin metal films limit transmission
as the fourth power of the aperture size [14], so that making the aperture bigger
should give a substantiallymore transmission—for example, making the aperture 1%
wider gives 4% more transmission. This is a primary benefit of using apertures—the
transmission changes can be detected to monitor the trapping event and the amount
of transmission is “amplified” by the effect of the aperture.

Greater field confinement is achieved by creating small gaps in the aperture about
the size of the nanoparticle/protein of interest. The double-nanohole is one way to
achieve this and trappingof a single proteinwith 3.4nmhydrodynamic radius (Bovine
Serum Albumin) was achieved for that aperture [15] (see Fig. 3 of Chap. 7). It has

https://doi.org/_7


8 Applications of Trapping to Protein Analysis and Interactions 253

been shown that tapering in the double nanohole plays a significant role in enhancing
the efficiency of trapping [16]. Other shapes such as coaxial structures [17–19], also
allow for trapping of single proteins by confinement of the field to a narrow gap.
Researchers have also studied rectangular [20] and bowtie [21, 22] apertures for
trapping objects down to the single digit nanometer range.

8.3 Optical Tweezer Studies of Proteins with Tethering
and/or Labelling

Conventional optical tweezers using amicroscope objective to focus the beam cannot
typically hold onto single proteins or other small biomolecules. For this reason,
the proteins being studied are usually tethered to larger particles, lipid droplets,
flat surfaces or micropipettes [5]. The optical tweezer allows for measuring forces
and displacements in biomolecular interactions, for example: (i) in observing the
transcription of DNA to RNA via the enzyme RNA polymerase [23], (ii) the motion
of kinesin along a microtuble taking 8nm steps [24, 25], (iii) the winding of DNA
into a virus capsid by the molecular motor [26], and (iv) measuring the energy
landscape of protein folding [27, 28]. While these approaches have been valuable
in determining the properties of biomolecules and their interactions at the single
molecule level, the impact of the tether on the natural function, hindrance formultiple
small molecules interacting close to one another, and overall complexity all call for
additional approaches to probe biomolecule interactions at the single molecule level.

8.4 Protein Analysis with Nanoapertures

Considering the interest in single protein and biomolecule studies that are label free
and tether free, the aperture-based trapping, particularly with double-nanoholes, has
been widely investigated for its analytical capability. In this section, we overview
some of examples of the analysis that can be achieved.

8.4.1 Protein Mass and Mixtures

The polarizability of a nanoparticle varies with the size, approximately as the volume
as in Eq.8.2. When the nanoparticle/protein is trapped in an aperture, the thermal
motion leads to intensity fluctuations in the transmission through the aperture that
scale as the volume, or mass [29].



254 R. Gordon

With this approach, resolution in the protein mass below a kDa is possible, allow-
ing for measuring the mass of a small protein fragment removed during tryptic
cleaving [29].

It is also possible to gain information from the autocorrelation of the intensity
fluctuations. Considering that the Stokes drag, γ , on a particle in a nanofluidic envi-
ronment scales as the radius of the particle, and the stiffness, k of the trap scales as
the volume (from the polarizability above), we consider a Langevin analysis:

m
∂2x

∂t2
+ γ

∂x

∂t
− kx = Fl (8.4)

where x is the particle position and Fl is a Langevinwhite noise term. The first inertial
term is usually neglected in a highly damped environment, so the characteristic time
constant for the autocorrelation of the trapping intensity fluctuations is [29]:

τ = γ /k ∝ m−2/3 (8.5)

where m is the particle mass. In cases where intensity fluctuations arise from slower
conformational changes of the protein, a two exponential fit to the autocorrelation
data can be used to achieve time constants with the −2/3 scaling [30].

Since the tweezer is a single molecule approach, repeated or parallel measure-
ments can be used to sample a heterogeneous mixture. In this way, the distribution
of protein sizes can be found from an unprocessed (dirty) solution [30]. Figure8.1
shows the comparison in the autocorrelation functions for pure protein solutions
compared with buffer solution diluted (but otherwise unprocessed) egg white. This
demonstrates the use of single protein analysis to determine the components of an
unprocessed “dirty” solution.

8.4.2 Conformational Changes

Several works have studied conformational changes (including folding) of proteins
using fluorescence [4] and tweezers [28]. Equations8.1and 8.2 show that changes in
the polarizability of the protein from conformational changes will be transduced into
changes in energy of the optical tweezer and also changes in the transmission for
the aperture optical tweezer. There is as driving force on this conformational change
from the optical tweezer, as described above.

For example, Bovine SerumAlbumin, a proteinwith conformation changes from a
heart-shaped F isoform to and extended N isoform was trapped in a double-nanohole
optical tweezer and spontaneous jumps in the trapping intensity were seen after the
initial trapping event [15] (see Fig. 3b of Chap. 7). These jumps were attributed to
the transition between the two isoforms, which was confirmed by forcing the protein
into the N state by reducing the pH (at which point only the higher intensity level
was seen from the trapping laser transmission through the aperture).

https://doi.org/_7
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Fig. 8.1 Autocorrelation of fluctuations of laser signal through double-nanohole when trapping a
single protein. For pure protein samples (a, c, e) and various trapping events on buffer-diluted (but
otherwise unprocessed) eggwhite (b,d, f).aPure ovotransferrin sample.bProtein trapped fromegg-
white with similar time-constants to ovotransferrin. c Pure ovalbumin sample. d Protein trapped
from egg-white with similar time-constants to ovalbumin. e Pure ovomucoid sample. f Protein
trapped from egg-white with similar time-constants to ovomucoid. Reproduced with permission
from Ref. [30], ©American Chemical Society 2018

It is important to stress that this conformation change is observed without any
fluorescent markers and without tethering, so it represents the unhindered motion of
the natural protein.

Since photodiode detection can readily extend into the GHz regime, this approach
is envisioned to be useful for testing fundamental questions like: how fast do proteins
fold? What is the speed of conformational changes? Simulations have pointed to
timescales in excess of tens of nanoseconds to milliseconds [31, 32].
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Fig. 8.2 Vibrational resonances of a Carbonic Anhydrase protein and b Conalbumin protein,
probedwith electrostriction excited increased noise fluctuations in an optical tweezer setup.Multiple
sweeps are shown in grey. Reproduced with permission from Ref. [36], ©Nature Publishing Group
2015

8.4.3 Vibrational Resonances of Proteins

The vibrational motion of proteins plays a role in their functioning. Vibrations under-
lie conformational changes [33]. Even in the absence of conformational changes,
changes in the vibration frequency spectrum can give rise to allostery (signaling
between distinct functional sites of the protein) [34].

These mechanical modes are coupled to light through electrostriction (as changes
in the shape lead to changes in the energy of the protein within an optical field, as per
Eq.8.2), which has been used to probe ensemble dynamics in an optical Kerr effect
setup [35].

For single protein analysis, it has been realized that interference beating of two
lasers of different frequency to produce GHz to THz vibrations allows for probing
protein dynamics in a double-nanohole optical tweezer setup [36]. This approach has
also been used to probe the resonances of single stranded DNA [37]. The approach
has spectral resolution below the GHz range, which allows for probing slightly non-
degenerate vibrational modes [36]. Figure8.2 shows the vibration spectra of two
different proteins probed via electrostriction in the optical tweezer setup.

Normal mode analysis has been used to compare the vibration spectra of the
Raman active modes in the optical tweezer setup with their expected theoretical val-
ues, showing good agreement [38]. Other theory works showed qualitatively similar
results [39], which may lead to improved modeling and understanding of protein
dynamics [40].

For the DNA studies, it was possible to not only distinguish different lengths
of DNA strands, but also different base compositions, since the bases have slightly
different masses and this shifts the vibration resonances [37]. This has potential for
sequencing applications.
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Higher frequency vibrations may be probed with conventional Raman methods,
and the Raman spectra of individual trapped polystyrene and titania nanoparticles
has been achieved using the double-nanohole optical tweezer setup [41], as well as
a rectangular aperture tweezer setup to probe polystyrene particles [42]. In the latter
work, the onset of a shifted Raman peak was found with increasing power and it was
speculated that this was the result of the nanoparticle interacting with the surface.

8.5 Analysis of Protein Interactions at Single Molecule
Level

The function of proteins comes from their interactions, and therefore, it is useful to
study these interactions at the single molecule level. The techniques using optical
tweezers to probe protein–small molecule, protein–protein and protein–DNA inter-
actions are described in this section.

8.5.1 Protein–Small Molecule Interactions

It was recognized that binding to a protein could alter its fluctuations within the dou-
ble nanohole optical tweezer [43]. This can be explained by changes in the flexibility
of the protein being translated into changes in the thermally driven motion. A sim-
ple example of this was demonstrated first for the well-studied biotin-streptavidin
interaction. Not only does binding of biotin to streptavidin produce a change in the
fluctuations, but a mutant version of streptavidin was also investigated with only
a single binding site, showing distinct autocorrelation of the intensity fluctations.
As a practical example for drug research, the binding of salicylic acid (commonly
known as aspirin) to the protein cyclooxygenase-2 was measured, showing distinct
autocorrelation for the bound and unbound cases.

Of course, these binding event examples were practically irreversible, and so
extended observation periods could be taken for the bound and unbound cases, but
not the transition between these two cases. For lower binding affinities, it is possi-
ble to measure the binding by changes in the amplitude of the trapping laser power
transmitted through the double nanohole [44]. It was demonstrated that the dissocia-
tion constants for the small molecules tolubutamide and phenytoin to protein human
serum albumin matched to literature reported values. The case of tolubutamide is
shown in Fig. 8.3.

Unlike other methods to determine binding affinities, these studies were done
at a single concentration, at the single molecule level and at equilibrium. These
favourable characteristics are unique to such single molecule studies. Compared to
other single molecule approaches, these studies were done without labels or tethers
that are known to influence binding kinetics [45].
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Fig. 8.3 On and off residence time histogram for tolbutamide and human serum albumin. From
this single concentration single molecule measurement, the binding affinity was found to be within
the range reported in the literature. From Ref. [44], ©American Chemical Society 2014

It is also possible to measure binding of proteins to large nanospheres with a
protein binding target coating [46]; however, the use of the nanosphere makes the
approach similar to other techniques and so this is less desirable.

8.5.2 Protein–Protein Interactions

Protein-protein interactions are diverse and they can be monitored at the single
molecule level by making use of sizing and transmission methods outlined in the
previous sections. For example, protein—antibody interactions have been demon-
strated using trapping of bovine serum albumin protein followed by an antibody to
that protein [47]. The initial trapping event showed a jump in transmission, as did
the subsequent event. The second jump was confirmed not to be co-trapping by later
experiments which showed that co-trapping was unlikely without binding [46].

The tryptic cleaving of ovalbumin was measured in a protein sizing experiment
by comparing the measured molecular weight of the trypsin—ovalbumin complex
with the sum of their individual molecular weights [29]. The complex was 4.4 kDa
lower as the result of tryptic cleaving of part of the ovalbumin [48].

Many other interactions may be studied with this approach including generalized
antibody development studies and understanding how protein complexes function.

8.5.3 Protein–DNA Interactions

The interaction between p53 (wildtype and a mutant) and DNA was studied by
the optical tweezer technique [49]. A 20 base hairpin was trapped in the double
nanohole tweezer setup, and showed a characteristic unzipping time of∼100ms. This



8 Applications of Trapping to Protein Analysis and Interactions 259

Fig. 8.4 a Shows double
nanohole trapping jump for
p53 bound to hair-pin DNA.
The intermediate level is the
hairpin state and the final
level is the unzipped hairpin.
b The time to unzip increases
by over an order of
magnitude when p53 is
added. A schematic of the
reaction co-ordinate for
unzipping is shown at the
bottom where the addition of
p53 increases the unzipping
barrier. From Ref. [49],
©Optical Society of America
2014

unzippingwas likely assisted by the small amount of electrostriction described above.
With the addition of p53, the unzipping time increased by 1–2 orders of magnitude,
which corresponds to an increase in the potential energy barrier introduced by the p53
protein binding to the DNA of around 2 × 10−20 J. This is assuming an Arrhenius
behavior. Mutant p53 had no effect on the unzipping time, even though it is known to
bind toDNAstill [50]. It is possible to use this approach as an assay for detecting if the
mutant p53 could have thewildtype function restored by adding smallmolecules [51].

Many other proteins that interact withDNA and other biomolecules can be studied
in thismanner to determine how their behavior ismodified anduncover the underlying
biophysics of the interaction (Fig. 8.4).

8.6 Challenges to Trapping with Nanostructures

While many of the applications above focused on double-nanohole experiments,
trapping proteins and biomolecules using nanostructures presents several challenges.

8.6.1 Surface Interactions

Since the trapping using nanostructures usually occurs close to the surface of the
nanostructure, this requires the particle to get close to the surface region. The surface
can become charged, which is common at an aqueous boundary. This can have one



260 R. Gordon

of two effects, either attracting or repelling the particle. For attraction, this can create
an electrostatic trap, which is largely irreversible and not desirable if the intention is
to trap using optical forces [52]. For repulsive interactions, the particle may take a
long time to be trapped because it cannot get close enough to the surface. A common
solution to each of these problems is to increase the ionic strength in solution to
screen out surface charges [53].

One can estimate the expected time for a particle to get to the trap based on
diffusion in a viscous medium, using the diffusion coefficient:

D = kBT

6πηa
= l2/τ (8.6)

where η is the viscosity, a is the particle radius, l is the average particle separation
and τ is the diffusion time. Considering a 2nm diameter particle in water with an
average separation of 2 microns between particles, τ is around 4 ms. In practice, the
time to trap in aqueous solution has been observed to be much greater than this—of
the order of seconds, which is attributed to surface interactions. The time to trap
in hexane for inorganic nanoparticles was in the millisecond range, consistent with
the estimate for τ above [54], which further underscores the importance of surface
charge mediated through the solvent.

Proteins can also stick to surfaces. A typical approach to avoid this is to use a
mPEG coating, attaching with mPEG-thiol to a gold surface, for example. This was
used to prevent sticking of BSA in initial experiments, but found not to be crucial
since the proteins were not overly sticky [15]. The trapping usually shows increased
noise in the laser fluctuations, indicating that the protein is diffusing freely in the
trap and not stuck. Some have used surfactant in solution to limit sticking [10], but
this can denature proteins or otherwise change their characteristics.

Surfaces change the natural diffusion of the particle due to hydrodynamic inter-
actions. A simplification to form proposed by Brenner [55] gives an approximate
correction to the perpendicular diffusion as [56]:

D⊥ = D(1 − γ ) (8.7)

where γ = a/h and h is the height from the surface measured from the centre whereas
the approximate correction to the parallel diffusion from Faxén is:

D‖ = D

(
1 − 9

16
γ + 1

8
γ 3 − 45

256
γ 4 − 1

16
γ 5

)
(8.8)

which approaches roughly a third of the free diffusion at small distances. These
effects should be taken into account when calculating the properties of the particle
in the trap, but also when calibrating the stiffness of the trap itself [57].
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8.6.2 Thermal Effects

Nanostructuredmetals can concentrate the light intensity to extremely small volumes,
which can lead to local heating. Excessive heating can damage the sample being
studied (e.g., denaturing proteins). Moderate local heating can have benefits, such
as raising the local temperature to physiological levels, or providing thermophoretic
forces to attract particles to the trapping aperture. Apertures have a metal film sur-
rounding them, so this helps to remove heat due to the thermal conductivity of the
metal. Comparison between isolated metal nanoparticles and apertures with similar
field enhancement showed that the temperature increase was 3 orders of magnitude
lower for the aperture [58].

Heating at bowtie and double nanohole apertures has been measured and calcu-
lated to be in the range of 0.5–5K/mW focused on a micron squared area, depending
on the geometry, the wavelength of operation and the materials used. An order of
magnitude lower heating was achieved by exciting on the low-loss side of the aper-
ture (opposite to the adhesion layer which is a metal with higher losses), by using a
more conductive substrate and by using a lower loss adhesion layer [59, 60].

Heating can also lead to convective or thermophoretic effects that can either assist
or hinder in trapping [61–63].

8.7 Technological Advances

8.7.1 Trapping Characterization

Autocorrelation of the noise in the trapping laser gives an indication of the time
constant for diffusion and can be used to find the trapping efficiency [57]. In addi-
tion, the transient to the trapped state has a similar time dependence. From these
measurements, an efficiency was estimated of ∼0.1 fN/(nm mW) [57], which is
among the highest values. Fano resonances have been employed to achieve higher
efficiencies [64].

8.7.2 Aperture Fabrication

Ion beammilling is a direct approach to create apertures in metal films with a variety
of shapes [65–67]. Cusps, like those found in bowtie and double-nanoholes, help to
enhance the local field [68].

Electron beam/UV lithography processes have also been used in an approach akin
to those used in near-field aperture probes [20]. Anisotropic etching of silicon creates
a taper to an aperture, which can be coated with a metal.
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Nanosphere lithography allows for low cost fabrication of circular [13] and
double-nanoholes [69]. Randomly deposited colloids serve as a mask for metal
evapouration—the random distribution makes finding the apertures of interest chal-
lenging. By plasma etching the spheres prior to deposition of the metal, the gap size
at the cusps of double-nanoholes, as well as the size of nanoholes could be tuned.
Gaps as small as 10nm were made with this approach [70].

A pattern can be transferred from a silicon master by making use of the poor
adhesion of a metal overlayer [71]. This template strippingmethod has been used to
make double-nanoholes with gaps below 10nm [72].

Atomic layer deposition allows for making coaxial structures with gaps in the
nanometer range [73]. Protein trapping was demonstrated with these coaxial struc-
tures [19].

8.7.3 Microfluidic Integration

Fluidic delivery can allow for delivering proteins to the trap as well as introducing
particles for them to interact with [10, 47, 74]. Having awell-defined flow also allows
for characterizing the strength of the trap against the drag force.

8.7.4 Fiber Based Methods

By integrating the tweezer on the end of a translatable probe, it is possible to simplify
the setup (removing the microscope, for example) and translate the trapped parti-
cle [21, 75, 76]. Cleaved fibers can be used as well, which is simpler and less fragile
than tapered ones and may be fabricated using template stripping [77, 78].

8.7.5 Potential for Complementary Analysis

Aperture optical trapping has been combined with Raman spectroscopy, using the
trapping laser as the excitation source, allowing for identifying the material of the
trapped particle [41, 42].

There are several works that have started combining nanoaperture and plasmonic
tweezers with nanopores that monitor particles by translocation in an ionic liq-
uid. Nanopores are used widely in nanoscale analysis, as outlined in this book in
Chaps. 10, 12, 11 and 13 and elsewhere [79–93]. There has been interest in slowing
nanopore translocation using a tweezer force [94].

Theuse of plasmonic apertureswithflow through amembrane has been considered
for over a decade [95–99]. Pressure and electrically driven flow can be used to
concentrate particles of interest in the vicinity of the apertures.

https://doi.org/_10
https://doi.org/_12
https://doi.org/_11
https://doi.org/_13
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This has been adapted for a single nanopore and a single nanoaperture for optical
trapping or sensing of particles delivered to and through the pore, such as DNA and
proteins, as well as monitoring their interactions [100–104]. One potential avenue
of investigation is for membrane proteins over apertures, since membranes have
been fabricated with nanopores [105]. Several works have looked at apertures for
fluorescence correlation spectroscopy [106], and there is potential to combine this
with tweezer approaches.

8.8 Conclusions and Outlook

Nanoapertures inmetal films allow for trapping and studying particles below 100nm,
and down to the single digit nanometer size. This enables trapping of biomolecules
including proteins and DNA, as well as studying molecular interactions. The tech-
nique benefits fromworking at the single molecule level, without the need for tethers
or labels. This allows for processing in dirty samples (e.g., raw blood, or egg white)
and gets rid of the need for processing and tagging. The molecular weight of proteins
can be found with this method, their binding affinities to small molecules and even
the vibrational modes of proteins and DNA. This may lead to better understanding
of protein vibrations and the role they play in biological function. It may also allow
for molecular identification and potentially even sequencing.

Due to the early stage of its development, the technique is still being refined
and adapted by different research groups worldwide. It is unlikely that nanoaperture
optical tweezers will replace embedded methods for drug discovery and protein
analysis in the near future. Nevertheless, the potential to obtain direct measurements
about the structure and dynamics of biomolecules is expected to be immediately
useful in verifying the biophysical processes involved in new drug candidates. For
example, the study of p53-DNA interactions demonstrated using the nanoaperture
trapping is a powerful technique to validate the role of smallmolecules in p53 function
restoration [107]. Significant advances have been made in nanofabrication, and it is
envisioned that “nanopipettes” may soon be available where multiple nanoapertures
are integrated on fibers to enable parallel well-plate interrogation in an automated
fashion.

Some other challenges remain in the widescale adoption of this technique. Relia-
bility in time to trap needs to be addressed—presently trapping can take a few seconds
to a few hours depending on sample preparation. The influence of surface charging
should be addressed, and it has been demonstrated that ionic strength tuning will
affect binding events (e.g., see Ref. [53]). The problem may be solved by combining
the approach with existing methods from the nanopore community. Alternatively, a
deeper understanding of the nanofluidics may provide the insight to make the onset
of trapping more predictable.
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Chapter 9
Towards Single-Molecule Chiral Sensing
and Separation

Riley Sanders, Yaoran Liu, and Yuebing Zheng

Abstract Molecular chirality refers to molecules with the same composition but
with different three-dimensional orientation. In biological systems, almost all
molecules have chiral structures. Since molecules with different chirality may vary
differently in their biochemical reaction, it is important to detect and separate
these molecules in the biomedical and pharmaceutical industry. Despite significant
progress made toward single-molecule sensing, it is still challenging to differenti-
ate and detect chiral molecules at single-molecule resolution in racemic mixtures.
Herein, we discuss the existing techniques towards single chiral molecule sensing
and separation.We startwith traditionalmethods, specifically chiral chromatographic
methods,which label the chiralmoleculeswith surfactants or othermolecules in order
to separate and detect them. New techniques using electromagnetic fields for label-
free chiral sorting will also be explored. We then review the use of nanophotonic
platforms to increase chiro-optical responses for chiral sensing with high sensitivity
down to picogram quantities. We finalize with our perspective on opportunities and
challenges for future development.
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9.1 Introduction

So complex are protein structures and biomolecular interactions that two molecules
with the exact same chemical formula can have completely different effects on a
given organism. In 1848, French biochemist Louis Pasteur observed a mirror image
molecule of tartaric acid, paratartaric acid, when looking at wine under a microscope
[1]. Now, we call tartaric and paratartaric acid enantiomers, or non-superimposable
mirror image molecules.

Since Pasteur’s discovery, the field of molecular chirality, or asymmetry such that
a molecule cannot be superimposed over its mirror image, has uncovered that simple
molecular asymmetry has many practical applications. For example, ibuprofen, the
active ingredient in Advil, is a chiral molecule; that is, there are two enantiomers of
ibuprofen [2]: ibuprofen R− (rectus, or right-handed), and ibuprofen S+ (sinister, or
left-handed). These molecules are both considered ibuprofen, and they both have the
same chemical formula, but inside the human body, their different shapes play a role
in how they interact with intricately shaped proteins and bioreceptors. The Advil in
our cabinets includes both ibuprofen enantiomers, making it a racemic mixture, but
only ibuprofen S+ works as an anti-inflammatory. The other enantiomer is largely
inactive [2].

Ibuprofen is not the only example of a chiral biomolecule; there are hundreds
of examples, from medicines to agrochemicals to the amino acids that make up the
proteins in our bodies. In fact, it has been shown that the left to right-handed (L
to D) racemization, or conversion from one enantiomer to another, of amino acids
in biological tissues can be a predictor of diseases like Parkinson’s, Alzheimer’s,
and more [3]. The enantiomeric ratio of amino acids is also a fairly reliable tool in
geological dating [4].

This chapterwill review developments in the field of chiral sensing and separation,
as well as discuss recent strides in the field towards separation and sensing down to
single biomolecules by use of circularly polarized light (CPL) and nanoplasmonics.

9.2 Chromatographic and Related Methods

Early attempts towards enantioseparation began in the 1960s and utilized chromato-
graphic methods with chiral selective stationary phases. Specifically, gas chromatog-
raphy and gas-liquid chromatography emerged as prominentmethods in the fieldwith
high throughput and lower retention times [4]. Figure9.1a shows a typical chiral gas
chromatography sensor. Gas flow carries the molecule to the column and the column
interacts differently between enantiomers inducing different retention times before
the detection. Early experiments focused on finding stationary phases that could
selectively bind to chiral molecules due to their specific geometries [5, 6]. For exam-
ple, a 1966 Israeli experiment used an optically active stationary phase in order to
preferentially bond to diasteriomeric derivatives of enantiomers of N-TFA-alanine
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Fig. 9.1 a Schematic of typical gas chromatography setup. b Chromatogram of derivatized enan-
tiomers of isopropanol, n-butanol, and cyclopentanol. Horizontal axis is “Minutes” and vertical axis
is “MV” for millivolts. c Illustration of an example of a cyclodextrin with opening (top) view and
side (bottom) view. d Illustration of electrophoretic process with β-cyclodextrin as a chiral additive
to the background electrolyte. e Schematic of electrospray ionization setup. Source a, e Provided
by Naftal Mat Mautia. Copyright (2020). b Reprinted with permission from [16]. Copyright (1966)
(Elsevier). c Reprinted with permission from [7]. Copyright (1996) (Wiley). d Reprinted with
permission from [8]. Copyright (1989) (Wiley)

to make chromatographic separation possible as shown in Fig. 9.1b. However, the
enantiomers had to be derivatized and labelled, destroying them and rendering them
useless after the analysis.

Studies towards better separation techniques were made after the implementa-
tion of cyclodextrins (Fig. 9.1c) [7]. Cyclodextrins are conical surfactant molecules
with hydrophilic exteriors and hydrophobic interiors that stereoselectively bond
with enantiomers of certain large chiral molecules. This results in enantioselec-
tive labelling of the molecules for chromatographic separation. Cyclodextrins are
also used in capillary electrophoresis, a separation process that utilizes an electric
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field gradient, a background electrolyte, and a cyclodextrin to separate two or more
enantiomers in a capillary tube.

When the chiral compounds bond with the cyclodextrins, their apparent mobility
changes according to the Eq.9.1:

µapp = lL

txV
+ lL

t0V
(9.1)

where µapp is the apparent mobility of the compounds, l is the distance from the
capillary inlet to the detector, L is the total capillary length, and tx and t0 are the
times elapsed for the compound and electroosmotic marker to travel to the detector,
respectively. The bound compounds are mobilized towards or away from a cathode
depending on their mobilities.

An experiment shown in Fig. 9.1d depicts high resolving power using capillary
electrophoresis for all but two enantiomers tested, as well as much faster resolution
time than traditional chromatographic methods [5]. Differently from flow driven
chiral chromatography, separation is achieved by applying high voltage, initiating
the migration of the sample from the anode to the cathode through the chiral capil-
lary channel. By this method, the size of the column can be significantly reduced.
However, the need for higher concentrations of enantiomers as well as cyclodex-
trins leaves room for improvement from this method towards the ultimate goal of
single-molecule, labelless separation.

The field of chromatographic separation has continued to evolve, utilizing differ-
ent chiral selectors and varied, more tailored chromatographic systems. Sørensen et
al. used high performance liquid chromatography (HPLC) coupled with electrospray
ionization-mass spectrometry (ESI-MS) shown in Fig. 9.1e in order to separate and
measure L and D aspartic acid from human teeth [9]. The use of electrospray ion-
ization resulted in increased sensing resolution in the subsequent mass spectrometry
step. This ground-breaking experiment leveraged addition of formic acid to opti-
mize eluent pH for maximum resolution and tested different spray-needle voltages
aiming for forensic diagnostics and age determination [9]. Rather than derivatizing
the aspartic acid or using cyclodextrins, this process used teicoplanin, a chiral com-
mercially available antibiotic biomolecule, as a chirally selective stationary phase
in the separation column. The retention times were 4min and 6min for L- and D-
aspartate respectively, which is fast compared to most other chiral selective chro-
matography. Sørensen et al. found that applying a zero-voltage to the spray needle as
opposed to a 4 kV voltage increased resolution and signal to noise ratio, and proposes
that a zero voltage may also be advantageous in the enantio-differential detection of
other polar chiral biomolecules [9]. The experiment ultimately obtained a minimum
detection resolution of 0.2 nanograms, which is excellent compared to other forms
of chromatography.

Another labelled chiral separation method involves using enantioselective lipase
enzymes to react with one racemate in order to separate chiral molecules [10].
The particular lipase used, an enzyme from Candida antarctica yeast called Can-
dida antarctica Lipase B (CALB), selectively binds to R enantiomers in a certain
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temperature and pH range [10]. The CALB was used in conjunction with an enzy-
matic membrane reactor (EMR) which binds to the CALB after the enantioselec-
tive (R)-ketoprofen-EMR binding step. These two binding mechanisms were able
to facilitate chiral selection. The experiment achieved a maximum (R)-ketoprofen
conversion rate of up to 73%with all parameters optimized [10]. However, the immo-
bilized CALB had to be left to react with the racemates for 24h [10], which is not
competitive with some chromatographic methods that take only minutes.

More recently, research has improved the chiral selective properties of chromato-
graphic separation methods by focusing on the stationary phase. Molecular imprint-
ing, amethod inwhich the stationary phase ismanufactured using the targetmolecule
for separation, has shown promise when used in conjunction with HPLC as well as
supercritical fluid chromatography (SFC) [11].

One of the most effective documented use cases of molecular imprinting was
demonstrated by Gutierrez-Climente et al. with the chiral drug citalopram and its
derivatives [12]. This experiment overcame some limitations of traditional chiral
chromatography by decreasing the particle size of the chiral selective stage and by
covalently immobilizing molecularly imprinted nanoparticles onto silica beads [12].
This technique provided sufficient access to chiral selective binding sites and allowed
for the use of various solvents that would otherwise cause the dissolution of the chiral
selective stage [13]. Percent recovery varied from 91.5 to 103.7% across a wide range
of concentrations (0.1 to 5µg of analyte per milliliter) [12], which is acceptably high
for commercial use. However, the resolution (R) and separation (α) factors were
not impressive compared to some more specialized liquid chromatography methods
using proteins or polysaccharides for chiral selective stationary phases. For example,
chromatographic columns using amylose have shown separation factors of up to 4.60
and resolutions of up to 10.60 under highly controlled and optimized conditions [14],
while many of the samples tested in the silica-MIN case had resolution factors of less
than 1, meaning resolution was not achieved [12]. Equations9.2 and 9.3 show the
separation factor, which is a measure of relative retention time, and the resolution
factor, which quantifies how well the analytes are separated with respect to one
another:

α = tr,2 − tm
tr,1 − tm

(9.2)

R = tr,2 − tr,1
1
2 (W1 + W2)

(9.3)

where tr is the resolution time,W is the width of the resolution peak of an enantiomer
on a resolution versus time graph, tm is the time required for the eluent to pass through
the column, and the 1 and 2 subscripts refer to the first and second enantiomers.

Chiral chromatography offers a variety of different methods for chiral separa-
tion, each having its advantages and disadvantages. Table 9.1 summarizes a few
of the aforementioned examples. While chiral chromatography is extremely useful
for bulk commercial enantioseparation, efforts to increase sensitivity and extend its
application to the molecular scale are still ongoing.
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Table 9.1 Select chromatographic methods compared

Method Cyclodextrin-Based Electrophoretic Molecular Imprinting

Derivation Necessary [6] Not Necessary [5] Not Necessary [13]

Resolving Time 10–20 mins [6] <5 mins [5] 5–30 mins [14]

Resolution 2–4 (ideal) [6] <1 (most amino acids)
[13]

Separation Factor 1–1.3 [6] 1–1.5 [12]

Analyte Concentration 10−5 M [5] 10−4 M [15]

9.3 Optical Foundations for Chiral Selection

The mechanism of traditional chiral chromatography relies on the recognition of
chiral molecules coupled by another material, inducing different retention times in
a separation medium. Therefore, chromatographic methods require a chiral selec-
tor or chiral column, which is time-consuming to set up, complex, and often must
be adapted for different racemic compounds [13]. To overcome the limitations of
chromatographic methods, several methods have been proposed to achieve label-
free chiral sorting through circularly polarized light (CPL). CPL is light which has
a constant-magnitude electric field vector that rotates in the plane perpendicular to
the propagating direction of the light. CPL can be either left-handed or right-handed,
meaning that the electric field vector can rotate counterclockwise or clockwise in the
rotational plane, respectively.

Formolecular sortingwith chiral light, twometrics are of primary concern: optical
chirality (C) and optical helicity (H) [28]. The optical helicity of an electromagnetic
field is the volume integral of the optical helicity density, h; likewise, the chirality
of an electromagnetic field is the volume integral of its optical chirality density,
χ. Helicity density results from the projection of an electromagnetic (EM) wave’s
angular momentum vector onto its linear momentum vector, and is analogous to the
wave’s potential to impart a chiral-selective force,which is proportional to its chirality
density. Optical helicity density and chirality density are described analytically with
Eqs. 9.4 and 9.5:

h = 1

2

[√
ε0

µ0
A(∇ × A) +

√
µ0

ε0
C(∇ × C)

]
(9.4)

χ = 1

2

[
ε0E(∇ × E) + 1

µ0
B(∇ × B)

]
(9.5)

where A is the magnetic vector potential, C is the electric vector potential, and E and
B are the electric and magnetic fields, respectively. ε0 andµ0 are the permittivity and
permeability of free space, respectively.
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In 2014, Tkachenko and Brasselet first demonstrated using CPL to sort chiral
microdroplets (diameter 20 microns) made of chiral liquid crystals [17]. The nature
of the chirality of the droplets was cholesteric, meaning that the individual molecules
making the liquid crystals were achiral while the crystals themselves were chiral.
As shown in Fig. 9.2a, left and right-handed CPL lasers with wavelength of 532nm
illuminated the samples from left and right of the capillary containing the droplets,
respectively, and the light interacted chiral-selectively with the droplets depending
on their liquid crystal chirality. As the droplets travelled down the capillary tube at a
constant velocity due to gravity, they also travelled laterally in the+ or− z direction
depending on their chirality. Achiral droplets did not travel laterally because the
chiral light forces cancelled each other out.

As previously discussed, light with a non-zero helicity (and therefore a non-zero
chirality), can impart a force proportional to the chirality of the light, which is ±1
for perfectly CPL. Equation9.6 governs the optical force on a microdroplet.

Fz(x) = 2nextPR2(1 − cos4 θB,ext)

w2
0c

exp

(
−2x2

w2
0

)
(9.6)

where R is the radius of the spherical droplets, x is the coordinate in the direction of
gravity, c is the speed of light, and θB is the mathematical term that comes from the
assumption that a certain area of the sphere, defined by the projection of a circular
cross-section on the concave surface of the droplet, behaves as a perfect spherical
mirror. next is the extinction coefficient, and P and w0 are parameters associated with
the opposing and conversely-rotational chiral laser beams (beam power and beam
waist, or diameter, respectively).

The mechanism is based on the opposite sorting force due to the different pref-
erential absorption of opposite CPL between chiral liquid crystals. As shown in
Fig. 9.2b, when illuminating chiral particles (from microscale chiral structures to
individual molecules) with CPL, preferential absorption and/or refraction occurs.
Therefore, after passing through a chiral medium with circular differential absorp-
tion or refraction, CPL experiences either a differential reduction in the magnitude
of the left and right components (circular dichroism), or a phase offset between the
left and right components (circular birefringence), respectively.

However, Tkachenko and Brasselet were only able to harness these principles to
sort microscale particles. To further improve the sorting efficiency, several methods
have been demonstrated. Zhang et al. were able to theoretically determine ideal
optical field conditions for chiral trapping and sorting by illuminating chiral particles
in the interference field of two evanescent laser beams [18]. This method achieves
chiral particle separation from around 100nm to micro-scale sizes, which shows
significant improvement in size compared with the previous work [18]. This method,
shown in Fig. 9.2c, takes advantage of evanescent waves and reflected waves by
placing the chiral molecules at the interface between media of different refractive
indices. It was found that the combination of one linearly polarized beam and one
circularly polarizedbeamworked thebest to separate particles basedon their chirality,
creating a non-chiral-selective force in the direction of propagation of the waves and
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Fig. 9.2 a Schematic showing the light-matter interaction geometries with different light beam
circular polarizations and dielectric droplet chiralities (top) and the corresponding superimposed
snapshots demonstrating the droplet movements (below). Positive � denotes a counter-clockwise
polarization and negative � denotes a clockwise polarization; the material chirality is denoted
by χ. b Depiction of electric field vectors for light undergoing circular birefringence (left) and
circular dichroism (right). c Schematic of two interference fields to achieve chiral separation. d
The phase of the trapping force (ϕx) and the phase of the lateral force (ϕy) with the different chiral
parameters for case D as shown in Fig. 9.2c. e The lateral (Fy) trapping forces with different chiral
parameters for case D as shown in Fig. 9.2c. f Schematic showing chiral nanoplasmonic tweezers
with illustration of CPL. g The calculated trapping potentials at 20nm above the nanoaperture for
R and S enantiomers when illuminating with linearly polarized and left-handed circularly polarized
light. Source a Reprinted with permission from [17]. Copyright (2014) (Nature). b Provided by
Naftal Mat Mautia. Copyright (2020). c–e Reprinted with permission from [18]. Copyright (2017)
(ACSPublications). f–gReprintedwith permission from [19]. Copyright (2016) (ACSPublications)

a chirally selective perpendicular force shown in Fig. 9.2d, e [18]. Furthermore, the
method has been proven to apply to a variety of particle chiralities and sizes, from
the nanometer to micron scale.

Other chiral sorting methods have been demonstrated by coupling CPL with
nanostructures to achieve low concentration chiral sorting with nanoscale
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particles. In another theoretical paper, nanoscale optofluidic sorting was proposed by
leveraging nanoplasmonic “tweezers” with a coaxial design [19]. These nanoplas-
nomic tweezers and their applications are discussed at length in the Chap. 7. First,
it was demonstrated that the coaxial plasmonic nanostructure can enantioselectively
trap particles under 10nm as shown in Fig. 9.2f. The mechanism relies on a dielec-
tric molecule’s electromagnetic (EM) polarizability, a metric of its susceptibility to
optical forces. The EM polarizability of a molecule is given by Eq.9.7:

αEM = −12πr3
jκ

√
µ0ε0

(εr + 2εrm)(µr + 2µ) − κ2
(9.7)

where r is the effective radius between the particle’s EM dipoles, κ , is the molecular
chirality parameter, and ε0 andµ0 are the permittivity and permeability, respectively.
The subscripts 0, r, and rm are “free space”, “relative”, and “relative of the medium”
respectively.

The optical tweezers are designed to trap particles at near-IR wavelengths, which
have negligible circular dichroism [20]. The equation for the optical force acting
transverse to the coaxial opening of the plasmonic tweezers are defined in Eq.9.8 as:

Ftr ≈ �(αee)

4
∇|E|2 + �(αem)

1

2
∇�(E · H) (9.8)

where the ee subscript denotes the electric polarizability and the em subscript denotes
the magnetic polarizability. The first term in Eq.9.8 depends on the electric field
magnitude and the second term depends on the optical chirality density as well
as the chirality of the enantiomer [19]. As a result, part of the force depends on the
handedness of the molecule, which gives the optical tweezers their sorting capability.

In order tomatch the transverse force field to the shape of the coaxial tweezers and
effectively trap enantiomers 20nm above the coaxial opening, the tweezers were illu-
minated with left-handed CPL with incidence in the positive z direction. Figure9.2g
shows the corresponding force gradients. R enantiomers are repelled while S enan-
tiomers are attracted towards the nanoaperture under the left-handed CPL while both
S and R enantiomers are trapped using linearly polarized light.

The chiral sorting described in the plasmonic tweezers article is limited to chi-
ral nanoparticles with extremely high chiral parameters [19]. Therefore, further
research needs to be done in order to achieve sortingwith natural chiral biomolecules.
Nonetheless, this research is a promising stride towards single-molecule sorting.

9.4 Harnessing Enantiospecific Magnetic Forces for Chiral
Sorting

Another recent chiral sorting method relies on enantiospecific interactions with a
ferromagnetic substrate [21]. This method exploits the different electron transport
patterns between chiral molecules, which results in differential spin polarizations for

https://doi.org/_7
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Fig. 9.3 a SEM image of the chiral PAL oligopeptide adsorbed on ferromagnetic samples mag-
netized with the magnetic dipole pointing up (H+) or down (H−) relative to the substrate surface.
Panels (i) and (ii) L-PAL and (iii) and (iv) D-PAL were adsorbed for 2 s on a substrate magne-
tized up or down. b CD spectra of a racemic oligopeptide mixture before (red) and after (black
and blue) the magnetic chiral separation. Source Reprinted with permission from [21]. Copyright
(2018) (American Association for the Advancement of Science)

the two enantiomers [22]. The magnetized substrate induces electric dipole polar-
ization in a racemic solution flowing over it, which causes an enantiospecific spin
orientation at the poles of the molecules. Subsequently, the enantiomers are adsorbed
onto the substrate at different rates as shown in Fig. 9.3a [21].

Banergee-Ghosh et al. harnessed this magnetic enantiospecific force by using a
column coatedwith an externallymagnetized ferromagneticmetal alloy and allowing
a racemic oligopeptide mixture to flow through it. Figure9.3b shows the CD spectra
at the inlet and outlet of the column, which is clear evidence of high-resolution chiral
sorting. The results indicate that the spin polarizations for L and D enantiomers are
attracted to “up” and “down” polarized magnetic surfaces, respectively [21].

It is fascinating to achieve selector free chiral separation using light and a mag-
netic field. By tailoring the EM field with a nanoaperture, it is possible to achieve
single moleclue chiral separation. However, most studies are still at theoretical lev-
els. Meanwhile, a limitation of current selector free chiral separation is that current
methods require extremely close (nanometer scale) distances between molecule and
substrate. Therefore, quickly bringing the molecule of interest closer to the substrate
is necessary for enantioseparation of chiral molecules with low concentrations.

9.5 Using Achiral Nanoparticles to Increase Chiro-Optical
Signaling

Plasmonic nanostructures can be used not only for chiral sorting but also for chi-
ral sensing. Most chiral mediums display both circular birefringence and circular
dichroism. Cohen and Tang first discovered the link between the optical chirality of
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an electromagnetic field and the differential excitation of enantiomers in 2010 [23].
Furthermore, it was proven analytically that at the nodes of a superchiral field, chi-
ral signals from excited enantiomers were enhanced 400-fold. Therefore, enhancing
local optical field chirality gives an extremely large advantage with high sensitivity.

On the quest to enhance the inherently weak chiro-optical signals of individual
molecules, we concern ourselves with the optical chirality parameter, κ , ascribed to
a chiral molecular medium and representing the differential refraction of left and
right CPL, leading to a circular birefringent chiro-optical signal [24]. The optical
chirality parameter is complex, where the real part of the parameter describes the
circular birefringent signal and the imaginary part describes the circular dichroism
signal of the molecule [25]. Since circular birefringence results from a differential
effect of a medium on CPL, the chirality parameter of a chiral medium describes
how the wave-vector, and by extension, wavelength, are modulated by the medium
according to Eqs. 9.9 and 9.10:

kL,R = (n ± κ)k0 (9.9)

k0 = 2π
λ

(9.10)

where k is the wave vector, λ is the wavelength, and n is the refractive index of the
medium. Yoo and Park’s research on signal enhancement using nanoparticles in the
Mie regime (radius of the nanoparticle on the same order as the wavelength of the
light) demonstrates that high refractive index plasmonic and dielectric nanoparticles
increase light scattering, leading to chiral differential signal enhancement [24].

Yoo and Park focused on particles in the Mie regime, but their findings translate
to the Rayleigh regime as well. They first experimentally and theoretically determine
that different frequencies of light can lead to different scattering cross-sections by
illuminating particles in the Mie regime with different wavelengths of light. They
show that the degree of non-differential scattering affected by both plasmonic and
dielectric achiral nanoparticles (Ag and Si, respectively) is linearly proportional to
the measured chirality parameter of the medium in the near field of the nanoparticles,
as shown in Fig. 9.4a.

Optical chirality, as previously mentioned in the context of electromagnetic fields,
is a measure of the enantioselective potential of an electric field [26], which can be
defined in (9.11):

C = ε0

2ω
�[E · B] (9.11)

where ε0 is the permittivity of free space, ω is the angular frequency of the incident
light, and E and B are the electric and magnetic fields.

Yoo and Park showed that scattering by dielectric and plasmonic nanoparticles
can affect optical chirality conservation, but an analysis of scattering effects on
chirality enhancement is not complete without a parallel discussion of absorption, the
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Fig. 9.4 a Left: circular differential scattering cross-section for a spherical gold nanoparticle of
radius 50nm in a medium of refractive index = 1.5 with different chirality parameters. Right: The
maximum value of circular differential scattering cross-section for a spherical gold nanoparticle in
a medium of refractive index = 1.5 with different chirality parameters. b Total volume-integrated
chirality flux calculated for plasmonic (left) and dielectric (right) nanoparticles of 75nm radii versus
wavelength. Source a Reprinted with permission from [24]. Copyright (2015) (Nature). bReprinted
with permission from [28]. Copyright (2019) (Multidisciplinary Digital Publishing Institute)

mechanism responsible for circular dichroic signals. Together, differential scattering
and absorption of light constitute the light’s circular differential extinction [27]. A
difference in the measured extinction coefficient for left-handed and right-handed
CPL constitutes a CD signal.

The authors find that the differential extinction coefficient is a function of the plas-
monic response (present only inmetallic particles) aswell as the electric andmagnetic
dipoles, quadrupoles, and even octupoles for both metallic and dielectric particles
[24, 27]. Figure9.4b shows the wavelength dependent resonant response of metallic
and dielectric nanoparticles, indicating that the plasmonic resonant response domi-
nates and acts in opposition to the electric and magnetic polar resonant responses.
Therefore, optical chirality flux, or the change in the control volume “flow” of the
chirality parameter has a much larger response when using dielectric particles versus
plasmonic particles, interestingly enough.

Further research into the optical enhancement of dielectric and plasmonic nanos-
tructures by Raziman et al. in 2019 parameterizes certain desired optical effects and
analytically determines how nanodisk arrays made of silver and silicon alter these
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effects in the near field [29]. Logically, inherently achiral nanophotonic platforms
have no circular differential effect; therefore, Raziman et al. illuminated the array
with left CPL in order to enhance the chirality parameter and the degree of circular
polarization (DOCP).

Raziman’s team was interested in the effect of the nanophotonic platforms on the
near field intensity of the electric field as well as the near field chirality. The ideal
nanoparticles need to enhance the intensity of the electric field in order to increase
sensitivity to chiral molecules in the near field, while preserving the original circular
polarization of the incident light so as to not create a signal that obfuscates the signal
of the chiral molecules [29]. The parameters used to describe these changes are
presented in Eqs. (9.12, 9.13, 9.14):
Degree of Circular Polarization:

DOCP = V

I
(9.12)

where I is the Intensity of the electric field and V is the difference in left and right
CPL intensities.
Electric energy density:

Ue = ε0

4
|E|2 (9.13)

where ε0 is the permittivity of free space and E is the electric field vector.
Circular dichroism enhancement is given by:

CDE = C

Ue
(9.14)

where C is the optical chirality and Ue is the electric energy density.
The ideal nanophotonic platform, when illuminated by left CPL, as discussed

above, should show a high near field increase in both intensity and electric energy
density, while providing a spatially invariant degree of DOCP equal to one (or greater
than one in the case of superchiral fields) and a high CDE. In the metallic nanodisks,
the plasmonic response at the resonantwavelength creates strong electric field around
the disk while the stokes parameter shows a lower value as shown in Fig. 9.5a. Mean-
while, the CD enhancement is suppressed and the abrupt change of DOCP from pos-
itive to negative values leads to its lower value, as also shown in Fig. 9.5a. Therefore,
metallic nanodisks show poor performance to enhance the chiral interaction in the
near field.

Another study conducted by Lee, Yoo, and Park clarified surface enhanced CD
from the microscopic perspective. Briefly, the near field circular dichroism effect can
be measured by a medium’s differential reflectance, transmittance, and absorption
on the two circularly polarized superpositions of linearly polarized light, which is
incident on the medium [25]. Herein, reflection, transmission, and absorption make
up the collectively exhaustive set ofwhat happens to the light incident on themedium;
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Fig. 9.5 a Intensity metrics and chirality metrics for gold nanodisk with dimension of H = 40nm,
R = 75nm, P = 400nm. b Intensity metrics and chirality metrics for dielectric nanodisk with
dimension of H = 40nm, R = 110nm, P = 400nm. c The inherent CD of chiral molecules comes
from the enhanced near fields on the nanostrucure. The inducedCDcomes from the induced chirality
due to the coupling between nanostructure and chiral molecule. Circular dichroism measured by
the differential reflectance 
 R (green lines), transmittance 
 T (red lines), and absorptance 
 A
(blue lines) for chiral molecule with d chirality parameter = 0.001 and e chirality parameter =
0.001i. Source a–b Reprinted with permission from [29]. Copyright (2019) (ACS Publishing). c–e
Reprinted with permission from [25]. Copyright (2017) (ACS Publishing)

therefore, absorption and circular differential absorption (i.e. circular dichroism) can
be calculated by measuring the differential reflection and transmission:

A + R + T = 1 (9.15)

where A, R, and T represent the fraction of light absorbed, reflected, and transmitted,
respectively.

Once transmission is measured, the circular dichroism, with units in degrees, is
calculated by Eq.9.16:

CD = arctan

(
TL − TR
TL + TR

)
(9.16)

where TL and TR are the fraction of left and right-handed CPL transmitted, respec-
tively.

Lee, Yoo, and Park examine the origins of nanoparticle enhanced circular dichro-
ism by splitting up circular dichroism signals into two distinct causes: inherent and
induced CD as shown in Fig. 9.5c. Specifically, the inherent CD is the molecular CD
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enhanced by the near field of the nanoparticles. The induced CD is the asymmetric
excitation and absorption of the chiral EM field due to the chiral molecules [25].

To study the contribution from the inherent CD and induced CD for chiral molec-
ular sensing, the authors compare circular dichroism signals using either a purely
real or purely imaginary chirality parameter as shown in Fig. 9.5d, e. The chiral
molecule with the purely real chirality parameter can introduce neither differential
absorption nor differential transmittance. However, from the simulation results, we
observe the differential absorption is same as differential transmittance with the peak
near plasmonic resonance of the nanoparticles indicating the induced CD. The chiral
molecule with pure imaginary chirality parameters shows totally different trends.
Herein, both the inherent CD and induced CD can contribute to the total CD signal.
Therefore, the CD spectra is enhanced both in UV and visible range [25].

Achiral plasmonic nanostructures have been shown to have an ability to increase
the magnitude of the electric field, optical helicity, and optical chirality in the near
field, which make them useful for chiral molecular sensing in small molecular quan-
tities. Another advantage of achiral plasmonic and dielectric nanostructures, as pre-
viously stated, is that they have no background CD spectra to skew or obfuscate the
CD emission spectra of the chiral molecules subject to sensing. This gives achiral
nanostructures an advantage over chiral nanostructures for sensing purposes.

9.6 Chiral Sensing with Inherently Chiral Metasurfaces

Apart from the achiral nanoparticles for chiral molecule sensing, alternative struc-
tures such as nanoparticles or metasurfaces with inherent chirality are also shown to
be promising for chiral sensing. Similarly to chiral molecules, these structures can be
either left handed or right handed chiral structure depending on the optical response
to CPL.

In particular, Fig. 9.6a shows an example of the two chiral metasurfaces fabricated
using stacked gold nanorods with ±60◦ angles between them [26]. The structural
chirality of the resulting metasurface exhibits a distinct optical response of the meta-
surface with adsorbed chiral molecules, termed an output CD response (CDO) under
different CPL where the response is calculated in Eq.9.17:

CDO = CDi + 4kw�[κm] |TLRTRL|2 − |TLLTRR|2
(|TLR|2 + |TRR|2)2 + (|TLL|2 + |TRL|2)2 (9.17)

where CDi is the background CD signal of the metasurface, k is the wave vector, w
is the width of the metasurface, and T is the transmission coefficient, with first and
second subscripts denoting the circular handedness of the coefficient and the circular
polarization of incident light, respectively [26].



286 R. Sanders et al.

Fig. 9.6 a Schematic and scanning electron microscope images of+60◦ gold rod chiral metamate-
rial. Scale bar 500nm. b with RCP (red curve) and LCP (black curve) excitation. c Experimentally
measured transmission and CD of the +606◦ chiral metamaterial with RCP (red curve) and LCP
(black curve) excitation. d Simulated CD summation of±60◦ chiral metamaterial. e Scanning elec-
tronmicroscope image of nanoholeMCMwith layers turned±10◦. Scale bar 500nm. f 

λ values
for R and S thalidomide. f Schematic drawing of OPN laser manipulation of colloidal particles.
g CDS spectra of left-handed and right-handed structures with (solid line) and without (dashed
line) adsorbed L-phenylalanine Source a–c Reprinted with permission from [26]. Copyright (2017)
(Nature). d–e Reprinted with permission from [31]. Copyright (2017) (Wiley). f–g Reprinted with
permission from [32]. Copyright (2019) (ACS Publishing)
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Zhao et al. first conducted calibration to isolate backgroundCD signals originating
from the chiral nanostructures themselves [25] as well as to control for discrepancies
caused by fabrication errors.

The experimentalCD resultswith+60◦ angles chiralmetasurfaces showsopposite
response as shown in Fig. 9.6b. The chiral metasurface shows different transmission
under RCP and LCP inducing CD spectra peak near 1000nm. Then enantiopure
solutions of R and S Propanediol were added, and the team was able to isolate the
background CD signals and successfully sense the molecules down to zeptomole
(10−21) quantities as shown in Fig. 9.6c. They also conducted a numerical simulation
(Fig. 9.6c) and the result shows a similar trend as the experimental results.

Such picogram level sensitivity is a step towards single-molecule sensing. The
authors further propose that these chiral metasurfaces, if used in conjunction with
nanophotonic optofluidic platforms [19, 30], may even be able to sense enantiopure
clusters of just a few biomolecules. The biomolecules sensed can also be a wide
range of molecular weights and can be sensed extremely quickly (in fractions of a
second), which may suit this method to high throughput operations requiring high
precision and versatility.

Wu et al. recently developed alternative chiral metamaterials called Moiré chiral
metamaterials (MCMs) [31], as shown in Fig. 9.6e. The metamaterial consists of two
monolayers of gold nanohole arrays stacked with an in-plane rotation. Depending on
the relative orientation of the two nanohole arrays, MCMs can be either left-handed
or right-handed structures, inducing strongly enhanced localized optical chirality.Wu
et al. further demonstrated the capability ofMCMs for chiral sensing. The adsorption
of chiral proteins on the MCMs caused asymmetric spectral shifts of measured CD
for the MCMs with opposite handedness [31]. The team also used the bilayer meta-
material to distinguish small enantiomers, specifically R-thalidomide and its and its
“evil twin” as shown in Fig. 9.6f. The reconfigurable and high sensitivity MCMs can
achieve detecting variable chiral molecules with a variety of molecular weights.

Emerging research through optical photon nudging (OPN) can be used to fabricate
chiral structure for chiral sensing [32]. The mechanism of OPN is based on the opti-
cal scattering forces [33, 34] created by the illumination of gold nanoparticles with
a laser. The heat generated laser mobilizes particles, allowing them to release from
a surfactant substrate. Once the particles are mobilized, they can be pushed by the
laser beam to the desired location as shown in Fig. 9.6f. Li et al. further demonstrated
the application of OPN to assemble both metal and silicon nanoparticles as a tun-
able nanostructure [32]. Specifically, they fabricated the dielectric chiral metasurface
using a single silicon nanowire and a single silicon nanoparticle for chiral molecule
sensing. As shown in Fig. 9.6g, left-handed and right-handed chiral structures can
successfully detect the handedness of L-phenylalanine at low quantities.

Further research has been done into chiral plasmonic nanostructures [35], with
varying degrees of complexity in shape. For example, a bilayer chiral metamaterial
substrate proves that by using two mirror image chiral arrays, the chirality parameter
and circular dichroism can be enhanced in the near field with chiral nanoplasmonics
while controlling for background circular dichroism [26]. After this proof of concept,
it was also shown that a racemic array of plasmonic nanoparticles can mitigate
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background circular dichroism signals by cancelling them [36]. The advantage of
using a racemic metasurface instead of a chiral metasurface is that it can cancel
structural CD signals without any decrease in near field chirality or electric field
magnitude compared to purely handed arrays [36].

Shown in Fig. 9.7a is an example of a racemic array made using gammadion
nanostructures. After deposition of D, L, and DL phenylalanine, the racemic plas-
monic gammadion array displayed distinct residual circular dichroism signals for
each coating as shown in Fig. 9.7b. These signals arose from selective plasmonic
coupling between the enantiomers and specific left or right-handed gammadions in
the array, which increased both the local optical chirality and electric field enhance-
ment in the near field of the gammadion array.

García et al. observed mirror image circular dichroism enhancement of the D
and L enantiomers, as well as the aforementioned electric field and its chiral dis-
symmetry. Note that the sign of C determines which enantiomer will interact with
which gammadion pair. The chiral dissymmetry, 
 C, is a measure of the platform’s
capacity for differential chiral signalling [36]. This signal enhancement resulted in
opposite plasmonic coupling between D and L enantiomers, enabling clear chiral
differentiation.

Along with the gammadion structure, other chiral plasmonic structures such as
shuriken-shaped structures have also been studied. These structures produced super-
chiral nearfield chirality with the chirality parameter reaching magnitudes of up to
100 in some near field areas [37] as shown in Fig. 9.7c. These chiral fields were
shown to interact asymmetrically with the nanostructure’s plasmonic dipolar and
quadrupolar modes, a phenomenon referred to as “dichroic coupling” [37]. Kelly et
al. propose that dichroic coupling can be used to manipulate a number of optical
properties, which has practical applications in the chiral sensing field [37].

Figure9.7d shows how shuriken structures submerged in water, an isotropic
dielectric medium, are used for chiral sensing of an enantiopure solution containing
the amino acid alpha-pipene. When the handedness of the structure and the chiral
biomolecules agree, this causes the distance between the reflectivity minima to be
closer to that of the pure dielectric (in this case, water) than when they do not agree
[37]. This method of analysis, when using pure left-handed CPL, can be used to
determine the handedness of an enantiomeric coating 20nm thick [37]. While this
concentration is a far cry from single-molecule, it is an improvement from the 150nm
thickness required for the gammadion structures.

9.7 Cavity-Based Nanophotonic Platforms for Chiral
Sensing and Sorting

Chiral nanostructures interact selectively with chiral light, and as a result, cou-
ple selectively to chiral molecules [36, 37]. Recently, experimentation with chiral
nanocavities has taken advantage of the inverse of this effect, exploiting the chiral
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Fig. 9.7 a SEM images of racemic array made using gammadion nanostructures. b CD spectrum
for enantiomer detection. The pink curve is racemicmixture. The blue curve is L-phenylalanine. The
red curve is D-phenylalanine. c Simulated chiral near field on the top surface of left-handed shuriken
chiral nanostructures under LCP and RCP illumination. d Relative reflectivity measurements for
left-handed (left) and right-handed (right) shuriken nanostructures in water with + αpipine in the
near field. Source a–b Reprinted with permission from [36]. Copyright (2018) (ACS Publishing).
c–d Reprinted with permission from [37]. Copyright (2017) (ACS Publishing)

selective properties of helical nanoapertures [38] (Fig. 9.8a) and sawtooth shaped
handed metasurfaces [39] (Fig. 9.8b). When studying nanoapertures, a metric of
interest is the circular dichroism transmission (CDT), which is a measure of the dif-
ferential transmission of the two circularly polarized superpositions of incident light,
and is defined analytically in Eq.9.18:
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Fig. 9.8 a CDT and transmission from helical nanoaperture for different incidence and handed-
ness combinations. b Experimental and simulated transmittance spectra for sawtooth nanosurface.
The insert shows SEM images and the sawtooth cavity-based chiral metasurface used for simula-
tion. Source a Reprinted with permission from [38]. Copyright (2019) (Nature). b Reprinted with
permission from [39]. Copyright (2019) (De Gruyter)

CDT = (TR/R + TR/L) − (TL/R + TL/L)

(TR/R + TR/L) + (TL/R + TL/L)
(9.18)

where T is transmission, and R and L refer to right-handed and left-handed CPL. The
first subscript indicates the type of incident light, and the second subscript indicates
the type of light transmitted through the medium or metamaterial. While research
has not been conducted on the actual chiral sensing capabilities of cavity-based
nanophotonic platforms, electromagnetic field metrics and CDT measured in their
near field suggest that they are viable as high resolution, low analyte concentration
biosensors [35].

The strong chiral field using cavity-based nanophotonics can significantly facili-
tate chiral sensing. Similarly to optimizing the localized CD in a chiral metasurface
for enantiomeric differentiation, a nanophotonic cavity can be engineered to enhance
localized CD for chiral sensing.

One cavity-based platform for CD enhancement uses twomirror-symmetric types
of helical cavities etched into a gold film to enable selective transmission of handed
light [38]. Figure9.8a shows the transmission andCDspectra of these helical cavities.
The enhancement of the electric field outside the nanocavity is strongerwhen the light
polarization matches the direction of the helical cavity indicating strong selective
plasmonic coupling and wave propagation inside the nanoaperture [38]. In addition,
the structures exhibit strong CDT on a broadband spectrum, which is preferable for
enantiomeric sensing [40]. Further research is required to optimize this structure for
that purpose.

Another example of cavity based chiral nanostructures is the sawtooth surface
shown in Fig. 9.8b. These substrates are etched out of 30nm gold film and placed
between two dielectric glass substrates. The cavity leverages the principles of Fabry-
Perot interferometry in order to selectively couple to CPL [39]. It is worthmentioning
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that 
 T peaks in a very narrow range of incident wavelengths around 650nm [39],
which makes this metasurface promising for extremely low analyte volume chiral
sensing [40].

9.8 Conclusion

We have discussed several methods toward single chiral molecule sensing and detec-
tion. Traditional chromatographic methods can achieve high resolution chiral sep-
aration in biological samples. However, these methods are bulky and require chiral
selectors to achieve chiral separation. Other techniques using optical or magnetic
fields have been recently proposed to overcome this challenge. Of these techniques,
the plasmonic nanoaperature tweezers are particularly promising. Based on theo-
retical analysis, it is possible to leverage this technique to achieve chiral molecular
separation with a few molecules, or possibly even a single molecule. Meanwhile,
plasmonic structures can also significantly enhance the local optical chirality and
therefore achieve high resolution chiral molecule detection with small quantities.
However, it is still challenging to achieve chiral separation using plasmonic struc-
tures at the molecular levels due to the small scale. With new developing technology
constantly supplementing and replacing existing methods, we believe there is still
much room for improvement left towards single chiral molecule detection and sep-
aration.
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Part IV
Nanopores

While apertures in metal films are conduits for light, pores are conduits for mass
and charge. The last part of this book outlined how the passage of light can be
modified by biomolecules; in this Part, it is shown how nanopores be used to monitor
biomolecules by changes in the charge transport. Nanotechnology again plays a vital
role in fabrication and performance, as detailed in Chap. 10. Chapter 11 considers
two dimensional films as a special class of nanopore. It is possible to combine the
optical methods of the last Part with nanopores. This has the advantage of trapping
or slowing down the biomolecules in the pore. It also provides an optical method to
detect them, in addition to the usual ionic current. The principle is outlined in Chaps.
12 and 13, and as well as applications to proteins and their interactions. Overall, this
part of the book demonstrates that nanopores provide a powerful tool for analysing
biomolecules, assisted in some cases by optical detection and manipulation.
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Chapter 10
Experimental Approaches to Solid-State
Nanopores

Y. M. Nuwan D. Y. Bandara, Jugal Saharia, Min Jun Kim, Scott Renkes,
and George Alexandrakis

Abstract Solid-state nanopores have seen widespread adoption as a promising
single-molecule device class with applications spanning a plethora of bio- and syn-
theticmolecules and particles that have biochemical, biomedical, and pharmaceutical
relevance. The operational principle is ostensibly simple where an analyte added to
one side (cis) of a membrane is electrically transported to the other side (trans)
through a nanopore, stamping analyte-specific information through perturbations
to the open-pore current (i.e., events characterized by their width and depth). The
transport is fundamentally through electrophoresis or electroosmosis (and some-
times diffusion) which could be opposing or reinforcing depending on the surface
charge of the nanopore and the analyte. Mechanistically, the translocations could
either be diffusion-limited or barrier-limited with the former characterized by a lin-
ear increase in capture rate with applied voltage and the latter with an exponential
capture rate. The open-pore noise plays a vital role in the signal-to-noise ratio of the
measurement (and by extension, the detectability of an event) and several chemical,
physical, electronic, and architectural measures are available for noise reduction and
improved event-detectability and characterization. This chapter is dedicated to solid-
state nanopores with insight into transport phenomena and their modeling, experi-
ment planning, electrical signalmeasurements, nanopore characterization, noise and,
improvements in measurements.
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Fig. 10.1 (a) Typical representation of a nanopore setup where the analyte (adeno associated virus
in this case) is added to the cis side and a voltage is applied to the trans side: from Reference
[23] published in 2020 and reproduced by permission of The Royal Society of Chemistry (RSC) on
behalf of the Centre National de la Recherche Scientifique (CNRS) and the RSC. Electrophoretic
force (EPF, orange arrow) on a negatively charged particle in response to a positive applied voltage
and the electroosmotic force (EOF, red arrow) originating from (b) negatively and (c) positively
charged nanopore surface. EPF and EOF are opposing in b whereas reinforcing in c

10.1 Introduction

A nanoscale aperture spanning an impervious membrane (natural or solid-state)
which functions as the sole fluidic pathway between two electrolyte reservoirs defines
a nanopore in the most elementary manner. The operational principle is ostensibly
simple where the analyte is added to one side (typically the cis/grounded side) of
the membrane and then a voltage bias is applied to the other side (trans) to drive
the molecules (preferably one at a time) across the nanopore fundamentally through
electrophoresis and/or electroosmosis as seen in Fig. 10.1. This perturbs the open-
pore ionic current (i.e., events) stamping analyte characteristic information. Each
event is characterized by its depth and width (see Sect. 10.5 for more details).

This technology has expanded to characterize, for example, DNA/RNA [1–4],
proteins [5–8], polysaccharides [9, 10], liposomes [11, 12], viruses [13–15] and
synthetic nanoparticles [16] and polymers [17] using appropriate biological, solid-
state and hybrid nanopore platforms. Note that the narrowest constriction of the most
ubiquitous biological nanopores (e.g., α-hemolysin and MspA) are not wide enough
to permit the transit of most of the analytes mentioned above and are typically used
for the sensing of single-strandedDNAandRNA [18], some synthetic polymers [17],
unfolded proteins [19], digested polysaccharides [20] and, extracted genomic content
of viruses [21]. Despite these limitations, low noise, size reproducibility, and bio-
engineering capability are among key factors that have propelled the advancement
of biological nanopores compared to their solid-state counterparts. For example,
biological nanopores have evolved into commercial devices (e.g., Oxford Nanopore
Technologies), while solid-state nanopore platforms have not gained the same level
of traction in commercialization. However, solid-state nanopores are size-tunable
(sub-nanometer to a few hundred nanometers), available in a range of materials
(e.g., silicon-based, polymer-based, graphene, etc.), resistant to extreme chemical
and physical conditions, and surface tunable. The size tunability is a key advan-
tage solid-state nanopore possess that allows these platforms to characterize a wide
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range of proteins, polysaccharides, liposomes and, viruses absent any digestion or
denaturing steps. Until 2014, solid-state nanopores were primarily fabricated using
transmission electronmicroscope (TEM), focused ion beam (FIB), helium ionmicro-
scope (HIM), and track etching methods. Most of these methods require access to an
electron/ionmicroscope facility and the throughput of nanopore fabrication is limited
by the capabilities of the electron/ion microscope and/or user. The nanopore tech-
nology has seen widespread adoption and democratization with the introduction of
the controlled dielectric breakdown (CDB) method which is low-cost, time-efficient,
and solution-based [22]. Conveniently, there are now companies that sell membrane
chips (both intact membranes and membranes with nanopores), which eliminates the
fabrication requirement froma research-group point-of-view.The fabricationmethod
is inextricably linked with the surface chemistry of the nanopore and thus on the final
sensing throughput, noise, and, signal-to-noise ratio (SNR) of the device. Sensing
throughput, noise, SNR, analyte transport mechanismwould also depend on the solu-
tion chemistry and electronic settings as well. This chapter is dedicated to solid-state
nanopores with insight into transport phenomena, experiment planning, measure-
ments, models, characterization, noise and, improvements in somewhat detail.

10.2 Transport Phenomena in Nanopores

10.2.1 Analyte Capture

The translocation of an analyte through a nanopore takes place fundamentally in
three steps. When an electric field is applied, an analyte (i) undergoes free diffusion
from the bulk to the capture zone, (ii) changes its transport mechanism from diffusive
to drift-dominated as it gets funneled to the pore entrance in response to the applied
voltage, and (iii) translocates through the pore provided applied voltage is sufficient
to overcome the entropic penalty (in case of longer coiled biopolymers such as DNA)
and/or electrostatic barriers. The first step is characterized by free diffusion of the
analyte that is initiated far away from the pore. Nanopore experiments typically
involve sub-10 nM concentrations (and sometimes in pM and fM range) of analytes.
Assuming negligible intramolecular interactions, the capture rate, Rc (molecules/s)
can be expressed as:

Rc = J/C (10.2.1)

where J is the analyte flux rate (1/m2s) and C is the analyte concentration
(molecules/m3). At the vicinity of the pore, however, the analyte must overcome
entropic (in the case of long-chain polymers such asDNA) aswell as electrostatic bar-
riers to finally translocate through the pore (rather than colliding with the pore open-
ing). Therefore, analyte transport can be explained by two limiting cases: diffusion-
limited, and barrier-limited regimes. Diffusion-limited transport could be explained
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using classical Smoluchowski theory, whereas barrier-limited transport could be elu-
cidated with classical Kramer theory [24].

a Diffusion-limited regime:This is typically applicable to the capture of long-chain
molecules (e.g., DNA with >∼ 104 base pairs [24]) under a high electric field.
If this is the limiting case, a linear increase of the capture rate with the applied
voltage is seen. The capture rate in this regime (Rdiff

c ) can be obtained from the
Smoluchowski’s rate equation; J = 2πDr∗C . Therefore,

Rdiff
c = 2πDr∗ (10.2.2)

where D is the analyte diffusion coefficient and r∗ is the capture radius—defined
in such a way that free diffusion of the analyte takes place beyond the capture
radius in the bulk solution while the analyte is captured irreversibly within the
capture radius, and drift-dominated motion prevails. Grosberg et al. obtained the
following expression for r∗[26]:

r∗ = r2μ

2lD
V (10.2.3)

Equations (10.2.2) and (10.2.3) induce

Rdiff
c = πr2μ

l
V (10.2.4)

where, V ,μ, l and r are the applied voltage, electrophoretic mobility, pore length,
and pore radius, respectively.

b Barrier-limited regime: The barrier-limited regime is typically for short
molecules (e.g., proteins, short DNA strands) under weak electric fields. In this
regime, the capture rate (Rbar

c ) increases exponentially with the applied voltage.
The exponential relationship could be understood from the fact that, as the voltage
is increased, the barrier against the translocation decreases, leading to an expo-
nential increase in the event frequency. Pelta et al. used the following Van’t Hoff
Arrhenius formalism to describe the capture rate in this regime [27, 28]:

Rbar
c = R0 exp (|V |/V0) (10.2.5)

where R0 is the zero-voltage capture rate given by R0 ∝ f ∗ exp (−U ∗/kBT ), kB is
the Boltzmann constant and T is the temperature. The activation energyU ∗(f ∗is a
frequency factor) originates from entropic and electrostatic barriers and controls
R0. The barrier at the pore entrance dominates the capture rate and the height of
this barrier decreases with increasing the applied voltage. The barrier reduction
factor due to the applied voltage is given by the ratio |V | /V0 = (zeV/kBT ),
where z is the magnitude of the effective total number of elementary charges
of the analyte and e is the magnitude of the elementary charge. V0 represents



10 Experimental Approaches to Solid-State Nanopores 301

the applied potential required by the charged analyte to overcome the Brownian
motion. With DNA as the canonical test molecule, it has been shown that the
capture rate increases nonlinearly with its length (barrier-limited) and plateaus at
higher molecular lengths (diffusion-limited) [23]. If one examines the event rate
across a wide voltage range (e.g., 50–1000 mV), a transition from barrier-limited
transport to diffusion-limited transport could be encountered. This is because,
as the voltage increases, sufficient energy to compensate for the barrier against
threading is provided making diffusion the rate-limiting step.

10.2.2 Electrokinetic Flows in Nanopores

At the nanoscale, due to the high surface-to-volume ratio, the surface charge density
(σ ) becomes an important parameter in transport phenomena. Electrokinetic effects
arising from the surface charges can be utilized to tune and drive nanoscale flows.
The solid surface may be positive, negative, or net neutral depending on the type of
surface head groups (i.e., acidic or basic or both) and the solution pH. For a surface
rich in acidic head groups, following (or similar) equilibrium is applicable:

AH � A− + H+ (Equilibrium 2.1)

where AH and A− are the protonated and deprotonated surface head groups governed
by an equilibrium constant Ka . At acidic pH values, the equilibrium would favor the
left side (neutral) and at basic pH values, it would favor the right side (negatively
charged). Similarly, for a surface rich in basic head groups the equilibrium can be
expressed as:

BH + H+ � BH+
2 (Equilibrium 2.2)

where BH and BH+
2 deprotonated and protonated headgroups with an equilibrium

constant Kb with acidic pH values favoring the right side (positively charged surface)
and basic pH values favoring the left side (neutral side). The behavior of Equilibrium
2.1 and 2.2 was demonstrated by Bandara et al. by modifying the silicon nitride
(SixNy) surface with acidic (hydroxyl and carboxyl termination) and basic (amine
termination) head groups [29]. To explain these equilibria more qualitatively, we
need to study how the surface parameters—σ , pK and pH—are related to each other.
From Grahame equation we have:

σ = 2εrε0κ

βe
sinh

(
βeφpore

2

)
(10.2.6)

where εrε0, φpore, β and, κ−1 are the permittivity of the solution, the diffuse layer
potential of the pore, inverse of thermal energy (β = 1/kBT ), and Debye screening
length, respectively [30–32]. The κ−1 can be calculated from:
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κ =
√

βe2nM X

εrε0
(10.2.7)

where nM X is the numerical concentration of the electrolyte M X . Due to the pres-
ence of surface charge, oppositely charged ions or counterions from the solution
are attracted towards the surface while similarly charged ions are repelled from it.
The layer of counterions immediately next to the wall is immobilized due to the
strong electrostatic forces. This layer is known as the Stern layer and its thickness
is typically one ionic diameter [33, 34]. The loosely bound mobile layer of counte-
rions, immediately next to the Stern layer, is known as the diffuse layer. The Stern
layer and the diffuse layer together constitute the electrical double layer (EDL).
The electric potential at the shear plane between the Stern layer and the diffuse
layer is called the zeta potential (ζ ) [35]. The thickness of the EDL can be esti-
mated by the Debye length. For a negatively charged surface, φpore can be written
as [36]:

φpore = 1

βe
ln

[ −σ

e
 + σ

]
− ln(10)

βe
(pH − pKa) − σ

Cs
(10.2.8)

where 
 is the number of surface chargeable groups and Cs is Stern layer capaci-
tance. Equations (10.2.6) and (10.2.8) must be solved self consistently to solve for
σ . Circumventing this requirement, another approximation for σ has been developed
[28, 36]:

|σ | ∼= Ceff

βe
W

(
βe

Ceff
exp ((pH − pKa)ln(10) + ln(e
))

)
(10.2.9)

where Ceff , and W are effective Stern layer capacitance and Lambert W function
respectively. For a surface rich in basic head groups, the (pH − pKa) in Eq. (10.2.9)
has to be substituted with (−pH + pKb). Given the complexity associated with the
surface chemistry of non-stoichiometric SixNy—the material most commonly used
in nanopores—it is somewhat customary to explain its nature using silanol (Si-OH)
and Si-NH2 models:

Si − OH (σ = 0) � Si − O−(σ < 0) + H+ (Equilibrium 2.3)

Si − NH2(σ = 0) + H+ � Si − NH+
2 (σ > 0) (Equilibrium 2.4)

Natively, SixNy would have both these chemistries. Therefore, like amino acids, it
would have an isoelectric point (pI) and when pI=pH, it would be net-neutral (usu-
ally at pH ∼ 4.1–4.3 [29, 37, 38]). The native surface chemistry can be changed
during fabrication as demonstrated by our recent work with chemically-tuned con-
trolled dielectric breakdown (CT-CDB) through SixNy membranes [36], where the
surface chemistry of the resulting nanopores resembled acid-rich head groups rather
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than being natively amphiphilic [36]. Consequently, σ can also be tuned through
post-fabrication modifications [29, 39, 40].

10.2.2.1 Electroosmosis (EO)

Since hydrodynamic resistance is extremely high in nano-sized conduits, a macro-
scopic gradient (for example, an external electric field) is required for the generation
of flow. Under the influence of an external electric field, the charged ions or parti-
cles in the diffuse layer are electrophoretically driven along the electric field [41].
Due to viscous interactions, the ions drag the liquid, producing an effective slip
velocity. This movement of the bulk solution against the charged surface is called
EO. The thickness of the EDL plays a significant role in the electroosmotic force
(EOF). This thickness is primarily dependent on the concentration of the electrolyte
used. Thicker EDL results from lower electrolyte concentrations (Eq. (10.2.7)). For
smaller nanopores and/or at low electrolyte concentrations, the thicker EDL could
overlap and prevent the formation of bulk electrolyte at the pore center [42]. The
conditions in typical nanopore experiments produce thinner EDLs so that the ion
concentration far from the pore wall can be approximated to be equal to that of the
bulk solution.

TheHelmholtz-Smoluchowski equation gives themagnitude of the electroosmotic
mobility for an infinitesimally thin EDL [43]:

μeo = εrε0ζw

η
(10.2.10)

where η is the dynamic viscosity of the electrolyte solution and ζw is the zeta poten-
tial of the pore wall. The electroosmotic migration velocity, given by veo = μeoE ,
can therefore be expressed as:

veo = εrε0ζw

η
E (10.2.11)

where E is the externally applied electric field (V/ l). Although EO is not the most
common dominant transport mechanism in solid-state nanopore experiments, there
are some notable examples of analyte classes where EO dominates, and we note
these here briefly:

a DNA: Yang et al. demonstrated the transport of single nucleotides through a
∼1.8nm diameter SixNy pore by EO dominant transport [44]. In most cases,
EOF is used to slow down transport by opposing the electrophoretic force (EPF)
[24] and tune the conformation of the translocating molecule [45].

b Proteins: Zhang et al. showed that streptavidin can be transported through
nanopores using EO with a diameter slightly larger than their length, producing
capture rates ∼17× greater compared to a previous study [46]. Huang et al. used
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FragaceatoxinC(FraC) nanopores to discriminate peptide and protein biomarkers
[47]. EO was used as the transport mechanism of unfolded polypeptides.

c Polysaccharides: Karawdeniya et al. demonstrated the EO dominant transport
of alginate through SixNy nanopores. Not all polysaccharides are transported
through EO as evident by their work [9]. Later we showed that maltodextrin—a
charge-neutral polysaccharide—also translocates through EO using SixNy

nanopores fabricated through CT-CDB method with event frequency increasing
with increasing solution pH (attributed to the increase in σ with increasing pH,
which leads to an increase in EOF) [37].

10.2.2.2 Electrophoresis (EP)

Electrophoresis is themigration of charged particles in a stationary conducting liquid
under the influence of an applied electric field. Electrophoretic transport of macro-
molecules is the most common mode of analyte transport in nanopore experiments
and has been observed in both biological and synthetic nanopores. A charged analyte
placed in an electrolyte will be screened by an EDL composed of counterions. When
an electric field is applied, the oppositely chargedmobile counterions in the EDLwill
also experience an electrophoretic force. However, these counterions will experience
a force in the opposite direction to that experienced by the charged analyte (Fbare).
The resulting hydrodynamic drag on the analyte (Fdrag) counters the electrical force
and slows down the translocation process [48, 49]. The net EPF acting on the analyte
driving its translocation is, therefore, given by Felec = Fbare -Fdrag. Schoch et al. report
that the thickness of the EDL influences the electrophoretic mobility of the analyte.
Henry’s formulation for electrophoretic motion is given by [50]:

μep = 2εrε0ζp
3η

f (κa) (10.2.12)

where a is the radius of the analyte, ζp is the zeta potetial of the particle/analyte
and f (κa) is known as Henry’s function [30], f (κa) depends on the thickness of the
EDL. For a thick EDL where κa � 1, f (κa) can be approximated as 1, leading to
the Hückel-Onsager limit:

μep = 2εrε0ζp
3η

(10.2.13)

In this case, the Stokes drag counters the Coulomb forces and analyte motion is
controlled by the resultant of these two forces. Thin EDLs (κa � 1), f (κa) → 3

2 ,
lead to the Helmholtz-Smoluchowski limit:

μep = εrε0ζp

η
(10.2.14)

Thin EDLs are commonly encountered in nanopore experiments, which justifies the
use of Eq. (10.2.14) in most cases.
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The translocation of an analyte through a nanopore is eventually dependent on
the interplay between the EPF and the EOF. Consider the translocation of a DNA
molecule through a nanopore drilled through a SixNy membrane whose surface
charge is negative at the physiological pH. When a positive bias voltage is applied
across the nanopore, the negatively charged DNA molecule will experience an EPF
pulling it towards the positive electrode. At the same time, the positive counterions in
the EDL screening the pore wall will be repelled away from the positive electrode. As
a result, the EOF will counter the EPF, slowing down DNA transport. If, on the other
hand, the nanopore wall is positively charged, the EO flow of the negatively charged
counterionswill reinforce theEPF acting on themolecule. The translocation direction
and speed are determined by themagnitude of the EOF and EPF, which are dependent
on the applied voltage, molecule charge, and the surface charge of the pore walls. In
some instances, translocation of an analyte can be observed at both voltage polarities.
For example, Saharia et al. [6] and Rant et al. [51] showed protein translocations at
pH∼ 4 at both voltage polarities and attributed this phenomenon to simple diffusion.
The event frequency in such cases is generally lower than those due to EP or EO.

10.3 Planning a Nanopore Experiment

Before proceeding to a nanopore experiment, one has to be mindful of the chem-
ical (e.g. electrolyte pH, electrolyte type and concentration), physical (e.g. tem-
perature), electronic (e.g. applied voltage, low-pass setting, acquisition frequency)
and membrane (e.g. type, fabrication method, thickness and pore diameter) param-
eters/properties as they would ultimately govern translocation and open-pore char-
acteristics. We discuss these here briefly to provide some insight into choosing the
appropriate conditions for an experiment.

10.3.1 Chemical Conditions

10.3.1.1 pH

The pH is especially important as it governs the net charge of the analyte and the
nanopore surface (see Equilibrium 2.1–2.4). The analyte could have a pKa, pKb or
pI depending on its chemical nature.

a Proteins: They are amphiphilic and have a pI. Operating at pH values closer to the
pI would render the net EPF imparted on themolecule to bemeager as themolecule
would be net-neutral at this pH. The native protein structure depends on the pH as
well. For example, holo-human serum transferrin protein—a glycoprotein with an
averagemolecularweight of∼80kDa [52],whichdelivers otherwise insoluble iron
to cells via receptor-mediated endocytosis—has a pI of ∼ 5.2–5.6 and is natively
folded when pH > pI and natively unfolded when pH < pI . Proteins are also
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susceptible to extreme pH values. Thus, before proceeding with any experiments,
the pH conditions where proteins denature, or undergo conformational changes
should be found through a literature search.

b Polysaccharides: Although a pH of ∼7 would render SixNy fabricated through
CDB or TEM to be net negatively charged, CT-CDB fabricated SixNy pores
would be near-neutral. The consequences are evident through translocation of
maltodextrin—acharge-neutral glycan translocating through theEOmechanism—
where no translocationswere seen at pH∼ 7whenusingCT-CDBfabricatedSixNy

nanopores. However, when pH was increased to ∼9, events were observed as the
surface was now net-negative in charge, activating the EO mechanism. Thus, for
charge-neutral molecules, the pH must be tuned such that the nanopore is appro-
priately charged to facilitate the transport through the EO mechanism.

c DNA: Considered as a gold standard in nanopore science, DNA is generally
regarded to have a pI ∼ 5 (the value depends on the sequence). Thus, operat-
ing at pH values where EP is meager would render the capture rate impractically
low. The capture rate of 1 kb ds-DNA in 4 M LiCl and at an applied voltage of
200 mV in experiments with CT-CDB fabricated SixNy nanopores was found to
be <3 events/s for pH ∼ 5 and ∼6 whereas at pH ∼ 7 and ∼8, it was at least 9.5×
greater [53].

d Pore Surface: Pores fabricated through SixNy using TEM and CDB are ampho-
teric with a pI of ∼4.1–4.3 [29, 38], whereas those fabricated through CT-CDB
resemble a surface rich in acid head groups with a pKa of ∼9.7 [37].

10.3.1.2 Electrolyte Chemistry

Generally, the chlorides of group IA cations are used in nanopore sensing. Group IIA
cations such as Ca2+ andMg2+ are not desirable as they can lead to crosslinking of
biopolymers and adhering them to the nanopore surface [54, 55]. The more ubiqui-
tous electrolytes are LiCl and KCl (NaCl is also seldom used). LiCl is known to slow
down the translocation of DNA [31]. Although this would reduce the capture proba-
bility, it would increase the dwell time of the DNA molecule. Tuning the dwell time
is important to be above the lowpass filter response (discussed later in this chapter).
The choice of electrolyte, according to the Hofmeister series, would have a salting-in
(chaotropic—destabilizing effects) or salting-out (kosmotropic—stabilizing effects)
effects on protein solubility [56]. The work of Green et al. [57] and Medda et al.
[58] provides more insight into the concentration ranges where these effects are
active, with the former work claiming Hofmeister series effects are prominent at
higher salt concentrations (0.5–3.0 M) whereas the latter work showed that these
effects can be present at physiological concentrations as well. Although DNA and
polysaccharide experiments are present across a range of electrolyte concentrations
(up to 4 M KCl and LiCl), such high salt concentrations could denature proteins.
However, it is not uncommon to see protein experiments done up to about 2 M salt
concentration [6, 7]. A high electrolyte concentration would essentially diminish the
contribution of EO to the overall transport mechanism. At lower concentrations, the
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EO mechanism becomes active (Debye length increases inversely with electrolyte
concentration), which has been shown to reserve the resistive-pulse direction [31]
and promote single file translocation of DNA [45].

10.3.2 Electronics

10.3.2.1 Applied Voltage

The applied voltage can govern the translocation speed, transport mechanism (e.g.,
diffusion or barrier-limited [25, 59]), conformation (e.g., folded, unfolded [60])
and, structural properties (e.g., electro-deformation [12, 13]) of the analyte. Ana-
lyte translocation can occur only when the applied voltage is sufficient to overcome
the entropic penalty and/or the electrostatic barriers. If the applied voltage is not
sufficient to overcome the energetic barriers, the analyte may simply collide with the
pore entrance rather than penetrating it. Although the applied voltage would increase
the capture probability and accommodates sufficient energy to overcome energetic
barriers, it would increase the translocation speed as well. If the analyte is moving
too fast it could completely go undetected or its signal metrics could be attenuated
by the electronic response time (i.e., rather than the actual metrics, what the user
would see is the response time of the electronics—discussed later in this chapter [61,
62]). The magnitude of the applied voltage would also determine whether the trans-
port is diffusion or barrier-limited as discussed in Sect. 10.2.1. Unlike DNA, which
can withstand an appreciable voltage range, proteins could undergo voltage-driven
unfolding [6, 26]. Above a certain voltage, the protein could be fully stretched ormay
reach its limit of unfolding [27]. Although it is not uncommon to perform protein
experiments at high voltages, they could force the protein to unfold and information
on the native state may not be achievable. The applied voltage also deforms soft par-
ticles which depend on, for example, the particle membrane mechanical properties
and on cargo content [12, 13, 23, 63]. Voltage-induced deformation of viruses were
shown to depend on virus maturity [13] and cargo content [23], both of which are
of clinical relevance. Thus, voltage should be carefully chosen to inhibit or promote
deformation depending on the study.

10.3.2.2 Lowpass Filter Setting

Although this filter removes high-frequency noise features from the measurement,
if not used properly, it could also attenuate the signal and a distorted picture of
translocation characteristics may arise. The rise time (Tr ) of the lowpass filter is
given by [61, 64]:

Tr = 0.3321/fc (10.3.1)
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where fc is the cutoff frequency of the filter. Dwell times< 2Tr would be attenuated—
theminimum falling edge to overcome the filter response is Tr and similarly, themin-
imum rising edgemust be Tr as well. Thus, the lowpass filter requires 2Tr of the event
dwell time to respond properly. If the event is shorter than 2Tr , the recording would
be limited by the lowpass filter response and the data would correlate to the filter
response rather than to the actual transit time. Several methods have been proposed
to correct the dwell time in such instances including, for example, the integrated
area [61], adaptive time series [65], falling-edge [60], and full width half maximum
(FWHM) methods [62]. One option to overcome such attenuation is to opt for a
higher lowpass filter setting with the caveat of higher background noise. Recently,
complementary metal-oxide-semiconductor (CMOS) integrated nanopore platforms
have been used to reach MHz level bandwidths due to the low parasitic capacitance
such designs possess [66]. With a 1MHz lowpass filter, the 2Tr would theoretically
be ∼0.6 µs. Another option is to slow down the translocation such that dwell times
become > 2Tr (see Sect. 10.7.1 for more details). Unfortunately, increased dwell
times could negatively impact the event frequency and a balance should be achieved
between throughput and the lowpass filter setting. If the Axopatch 200A (Molecu-
lar Devices, LLC) is used, the two most common settings are the 10 and 50 kHz
whereas, in the case of the Axopatch 200B, they are 10 and 100 kHz. The sampling
rate (discussed below) should also be sufficient for the filter setting. If no useful/extra
information is gained by operating at 50 or 100 kHz compared to the 10 kHz lowpass
setting, it (10 kHz) is typically preferred as this settingwould have a lower r.m.s. (root
mean square) open-pore noise compared to the highest lowpass setting. Additionally,
for current-voltage (I-V) curves, the 1 kHz low pass setting is more than adequate.

10.3.2.3 Acquisition/Sampling Frequency

This depends on whether the data is analyzed in the frequency domain (e.g. noise
analysis) or in the time domain (current traces). For the former, twice the bandwidth
is acceptable provided the anti-aliasing filter is ideal. Since ideal anti-aliasing filters
are somewhat theoretical, it is typical to sample∼2.5× the bandwidth. Time-domain
analysis requires ideal anti-aliasing and reconstruction filters. For such, 5× the band-
width is typical, whereas 10× the bandwidth is considered optimal. For example, a
10 kHz lowpass filtering may require 25 kHz sampling in the frequency domain and
50–100 kHz sampling in the time domain. Thus, high filter settings require higher
sampling rates. Therefore, the digitizer must be able to cope with the filter setting
of the amplifier for the proper (re-)construction of the analog signal from digitized
samples, without distortion.
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10.3.3 Membrane Properties

10.3.3.1 Membrane Thickness

The ubiquitous membrane architectures are 2D, silicon-based, high-κ dielectric, and
polymer-based. The adoption of each type depends on the application. For example,
sequencing is best suited with ultra-thin membranes (i.e., 2D material) whereas vol-
ume estimation is better suited with relatively thick membranes. Thicker membranes
offer low capture rates while also increasing the risk of (irreversible) analyte sticking.
Therefore, depending on the analyte and the application of interest, the appropriate
thickness should be chosen. The pore fabrication would also depend on the mem-
brane type and thickness. For example, CDB is more suited for l < 50 nm (although,
30nm could ideally be an upper limit based on our experience) with fabrication time
increasing with increasing l. Thus, choosing a thin enough membrane could save
time in fabrication. The controlled breakdown is also used in 2D materials such as
graphene and MoS2 [67, 68]. However, the more conventional way to make pores
through 2D material is by using a TEM, which requires expert user input.

10.3.3.2 Membrane Type

The more commonly used membrane types include:

a Silicon-based: e.g. low-stress SixNy and silicon oxide (SiO2). SixNy membranes
are typically deposited on Si supports using LPCVD, PECVD, or PVD. Although
the ubiquitous material of choice, this architecture suffers somewhat from high
dielectric and 1/f noise. Consequently,SixNy membranes fabricated with a SiO2

underlayer (between SixNy and the Si support) have lower capacitance noise com-
pared to SiO2-free conventional ones [66] (see Sect. 10.6 for more information on
noise).

b 2D material: e.g. Graphene, MoS2, hexagonal boron nitride (h-BN). These are
usually transferred on to silicon-based substrates. Although these materials carry
the promise for next-generation solid-state nanopore-based sequencing, they suffer
from high (DNA) transport velocity, pinhole formation and membrane stability
issues.

c High-κ dielectric material: e.g. HfO2 [69], Al2O3 [68, 70], Al2O3 stacked with
graphene [69, 71]. Although not commonly used, these are typically known for
low-noise and enhanced mechanical properties.

d Polymer-based:Typical examples include poly-ethylene terephthalate (PET) [70]
and, polycarbonate (PC) [71]. Thickness is usually in the micron scale. Pore fab-
rication is done by etching the tracks created by bombarding the membrane with
heavy ions, where fluence of the ion source must be controlled to control the pore
density. Single swift heavy ion sources enable the fabrication of single pores, e.g.
GSI (Darmstadt, Germany) [70].
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Table 10.1 Concise overview of ubiquitous solid-state nanopore fabrication methods

Fabrication References Reported Pore Fabrication Source

Method Materiala Diameter Medium

Chemical
Etchingb

[72–74] PET,PC,
SixNy

Lower
diameter pores
are
challenging

Aqueous e.g. KOH, hot
H3PO4

TEM [1, 5, 75, 76] SixNy, SiO2,
MoS2, h-BN,
Graphene, etc.

Larger
diameter pores
take more time

Vacuum Electron

FIB [77] SixNy Typically,
>10nm
diameter pores

Vacuum Heavy-ion
(e.g. Gallium)

HIM [78] SixNy Permits
<10nm
diameter
poresc

Vacuum Helium ion

CDB [79, 80] SixNy, MoS2 <∼40 nmd Electrolyte Voltage

Graphene

LACB [81] SixNy Reported on Electrolyte Laser+

∼20–50 nm
pores

Voltage

MPVI [82] SixNy Reported on Electrolyte Voltage

sub1 − 3 nme

CT-CDB [37] SixNy <∼50 nmd Electrolyte Voltage

TCAM [83] SixNy No
Limitations
noted

Ultra-Pure
Water

Voltage

The choice ofmembrane depends on the application of interest and the tools available
for fabrication as outlined in Table10.1.

10.3.3.3 Fabrication Method

A multitude of fabrication methods exists. Ubiquitously used ones are (i) chemi-
cal etching of track-damaged membranes, (ii) electron beam-based fabrication (e.g.
TEM), (iii) ion based fabrication (e.g. HIM, FIB) (iv) controlled breakdown (CDB,
CT-CDB, multi-level pulsed voltage injection (MPVI), tesla-coil assisted method
(TCAM)) and, (v) laser-assisted (laser-assisted controlled breakdown (LACB)). The
choice of method fundamentally depends on the membrane type, pore-size require-
ments, and availability of resources. Note that voltage-assisted methods (e.g. CDB,
MPVI, CT-CDB, LACB) are typically used for <30–50 nm thick membranes—the
thinner the better. Table10.1 provides a general comparison of the methods men-
tioned above.
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a: Only the more commonly reported materials are included. There could be other
examples.
b: The number of pores depends on the fluence of the ion source and window size.
c:Most ion-beam methods are not conducive for <10 nm diameter pore fabrication
and HIM permits such and even the coveted <5 nm regime with SNR comparable
to TEM [84].
d: Not recommended to go beyond ∼30 nm.
e: Multiple pore formation if not optimized properly [85]

The table above is a general guide that can be used to determine the appropriate
method for pore fabrication depending on themembrane properties and targeted pore
properties.

10.3.3.4 Pore Diameter

Fine control is needed to allow the entrance of the molecule, minimize sticking
to the nanopore surface, maintain an appreciable capture rate and maximize the
signal to noise ratio (SNR). For example, if the pore diameter is too large SNR will
be low and without adequate confinement. In that case, molecules may transport
ballistically without been detected. In contrast, if the pore diameter is too small
analytes may collide with the pore opening rather than translocate, clogging may
become prominent and the capture rate would be too low to attain practically useful
throughput rates.

10.4 Nanopore Characterization

After fabricating a pore, it is important to characterize it. This short section is intended
to provide some insight into pertinent pore characterization steps:

a Size estimation
b Shape characterization
c Surface characterization
d Noise characterization (see Sect. 10.6)
e Analyte responsiveness/sensitivity
f Pore quality and resilience (e.g., sticking probability, rectification, open-pore cur-
rent stability)

Note that, other than (a), the rest are generally known for a givenmaterial, fabrication
method, electrolyte chemistry, experimental conditions (e.g. applied voltage, lowpass
filtering), and analyte. However, properties such as noise, rectification, and open-pore
stability are important parameters to check for each fabricated pore.
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10.4.1 Size and Shape Characterization

Microscope-basedmethods (e.g. TEM, FIB,HIM) have the added advantage of being
able to image the pore, from which the size could be estimated. TEM imaging was
used by Goto et al. to observe multiple pores that were formed by an unoptimized
MPVI method [85]. Pores fabricated from TEM and HIM, especially, could close
somewhat after fabrication, the effect being more profound with smaller diameter
pores. Thus, it is important to check pore size after mounting it to the flow cell using a
proper conductance-basedmodel. The twomost common equations used in literature
are:

G =
(

1

Gbulk + Gsurface
+ 1

Gaccess

)−1

(10.4.1)

G =
(

1

Gbulk
+ 1

Gaccess

)−1

(10.4.2)

where G, Gbulk, Gsurface and Gaccess are open-pore conductance, bulk conductance,
surface conductance, and access conductance.G can be found from the slope of the I-
Vcurve. Equation (10.4.1) simplifies toEq. (10.4.2) at high electrolyte concentrations
and at pH values where σ is negligible because under such conditions Gsurface ∼ 0.
It is a common practice to use a cylindrical bulk model for both equations. For cylin-
drical pore shape, Gbulk = K πr2

l , Gsurface = μ|σ | 2πrl where K andμ, are electrolyte
conductivity, and mobility of counter-ions, respectively. Gaccess = ( 2

Kαa2r+βaμ|σ | )
−1

where αa and βa are model-dependent parameters (usually set to 2) [37, 86]. How-
ever, the nanopore shape is dependent on the fabricationmethod. An interested reader
could explore existing publications [1, 32, 87–89] to find Gbulk and Gsurface expres-
sions for cylindrical, conical cylindrical, double conical, hyperbolic, truncated double
cone and hourglass-shaped nanopores. Thus, before using either one of Eq. (10.4.1)
or Eq. (10.4.2), its essential to know the shape of the fabricated nanopore which can
be validated by TEM tomography, FIB/SEM tomography, cross-sectional SEM, or
small-angle X-ray scattering [1, 90–92].

Fig. 10.2 (a) pHand (b) conductivity response of the open-pore conductance (G) of a∼11nmdiam-
eter silicon nitride nanopores fabricated by the CT-CDB process. (c) pH response of G of a ∼13nm
diameter silicon nitride nanopore fabricated by the CDB process. Figure10.2c was Reprinted with
permission from ACS Appl. Mater. Interfaces 2019, 11, 33. Copyright (2019) American Chemical
Society
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10.4.2 Surface Characterization

Both σ and ζw can be calculated from streaming potential measurements as outlined
in [93]. These parameters are inextricably linked with transient interactions, EOF,
capture rate, etc. One convenient way to estimate σ is to survey the pH dependent
open-pore conductance (Fig. 10.2a), and then fit the data with Eq. (10.2.9). Given the
approximations associated with Eq. (10.2.9), one could also plot electrolyte conduc-
tivity with open-pore conductance and fit the data with Eq. (10.4.1) [94] (Fig. 10.2).
Small Angle X-ray Scattering (SAXS) has been recently used to characterize axial
and radial ion track etch rates with unprecedented precision. This study showed a
strong correlation between the ion energy and the morphology of the etched channels
in thin films of amorphous SiO2 [95].

10.4.3 Analyte Responsiveness/Sensitivity (�anal yte)

DNA is the gold standard to gauge analyte responsiveness given its uniform charge,
known length, and ruggedness.One canmeasure the rate of translocation as a function
of (i) pore diameter, (ii) pH, (iii) electrolyte type and concentration, (iv) applied
voltage, and then compare the results with a comparative (or competitive) fabrication
method. The most common methods for event-rate quantification include (i) slope
of cumulative events versus experiment time [25], (ii) survival probability method
[25], (iii) exponential fit to arrival time distribution [96], (iv) the average number
of events across the experiment time and, (v) average of the inter-translocation time
across the experimental time. These methods could suffer from inter- and intra-pore
variations and could be improved through controlled counting [25]. The slope of a
calibration curve constructed with the desired event counting method against analyte
concentration would yield the sensitivity of the pore to the analyte (�analyte). When
the CT-CDB fabrication method was developed, its performance was gauged against
the conventional CDB process using double-stranded DNA (dsDNA) fromwhich we
found Six Ny nanopores fabricated through the CT-CDB process were ∼6.5× more
sensitive to dsDNA compared to their CDB counterpart [37].

10.4.4 Pore Quality and Resilience

a Ionic Current Rectification (RICR): Although the I-V curve of some pores are
inherently asymmetric due to geometric and surface properties, it is desirable to
have RICR ∼1 in cylindrical pores.Wewould define RICR =G+/G-, where G+ and
G- are the slope of the I-V curve at positive and negative voltage regimes. We have
observed, pores (CDB, CT-CDB, and TEM fabricated SixNy) that significantly
deviate from RICR ∼1 are noisy, less responsive to analytes, and prone to clogging.

b Sticking Probability (Sp): Transient perturbations due to analyte sticking on the
nanoporewalls that aremuch longer than regular translocationswould change both
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chemical and physical properties with the potential to render the pore futile for
further experiments. An intervention may be necessary (e.g., zapping, electrolyte
exchange) unless sticking is self-corrected. A lower Sp and higher open-pore
stability are preferred.

c Open-Pore Current Stability: One could measure this parameter by fitting a
current trace with a function in the form I0 = It=0 + β1t , where It=0, β1 and t are
initial open-pore current, slope-factor and time, respectively. For an ultra-stable
pore with no current drifts, β1 = 0.

d Open-Pore Lifetime (topen):This is the time duration during which a pore remains
open before clogging irreversibly with the analyte, or undergoes a drastic change
in current due to enlargement or pore closure. Higher topen values are desirable.

10.5 Features Defining a Resistive Pulse

Although an event looks trivial, determining its bounds and depth is not always
simple. A brief account of the commonmethods used for calculation of translocation
time (td ) and current drop (�IB) are provided here. Note that most methods are
calibrated by feeding pulses (using a pulse generator) of known height (huser) and
width (wuser) to the amplifier (i.e., the nanopore is replaced by a pulse-generator).
That way the ideal �IB and td would be known and based on the readout of the
system, correlations between �IB and huser and td and wuser could be developed to
better estimate the event characteristics.

10.5.1 Translocation Time (td)

Since td is greatly affected by the rise-time of the lowpass filter (especially when
td < 2Tr ), the common approaches to estimate td include (i) FWHM of the peak, (ii)
two sides of the blockage (analogous to B1 and S2 points of Fig. 10.3c), (iii) modified
stop point [61, 62], and (iv) fitting and algorithmic approaches [65]. A given event
would have three key regions: a falling edge, a plateau region, and a rising edge.
These can be prominently seen in events with td > 2Tr whereas in shorter events,
the plateaued region can be absent, and the event would be represented solely by the
falling and rising edge responses of the filter. The finite rise time of the filter would
account for most of the rising edge width, which leads to an overestimation of the
true pulse width with approaches that take two sides of the blockage. The modified
stop-point method circumvents this by taking the last local minima before the signal
starts to rise as the endpoint (Fig. 10.3c). The FWHM approach has been found to
have performance comparable to this approach. Thus, one could define the pulse
width as the distance between the starting point of the falling edge and the beginning
of the rising edge [60]. However, for such approaches, the event would need to reach
a plateau and the stop point should not coincide with the falling edge [62]. Gu et al.
used a second order-differential-based calibration (DBC) to estimate td [61]. In this
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Fig. 10.3 a Current trace and b scatter plot of the log of translocation time versus change in
conductance corresponding to 1 kb dsDNA translocating through a ∼3.4nm diameter pore (4 M
LiCl, pH∼ 7,+200mV). cA single level event with td < 2Tr . B1 and S2 correspond to the start and
endpoint that take two sides of the blockage and the S1 is the stop point corresponding to modified
stop point methods. d Single level event with td > 2Tr , e folded-over event and f multi-level event;
d–f were collected from a ∼12nm diameter pore. Red lines are fits made with a custom program

method, events were fitted with a fourth order Fourier series (although higher orders
are possible) as a smoothing step followed by the DBC method, where inflection
points at the two edges defined the primitive event boundaries before refining the
end point by moving it to the local minima to account for the rising response of the
filter to prevent overestimation of the td .

10.5.2 Current Drop (�IB)

The local minima, or sometimes the mean current of the event, are most commonly
used as �IB . The former makes the method susceptible to sudden point-variations
and the latter could under-estimate event amplitudes, especially those with no appre-
ciable plateau. Consequently, like td characterization, some key approaches exist
in literature to define �IB . One approach uses a python-based MOSAIC software
with Adaptive Time-Series Analysis (ADEPT) [65]. For attenuate-prone events, this
method fits data to an electric circuit model to estimate the current drop. During the
DBC implementation by Gu et al., they have noted that the area of the event (e.g.,
one can calculate this by the trapz function of MATLAB) is seldom affected by the
filter response [61]. If this is the case, after estimation of the event area and td by
DBC, one can back-calculate �IB (i.e., �IB × td = event area). Pedone et al. used
a method based on the slope of the falling edge to estimate the height of truncated
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events where they recovered pulse heights of events as short as ∼30 µs with 10 kHz
lowpass filtering (2Tr was ∼66 µs): huser = mxevent where xevent and m are pulse
slope and the correlation factor with m been appreciably constant for td >∼ 30 µs.
The relative constancy of m offers the capability to correct �IB without having to
worry much about td . One caveat of this method is the somewhat high standard
deviation of the histograms corresponding to reconstructed signal height.

10.5.3 Multi-Level Events

This is where things start to get somewhat tricky. For example, if the DNA translo-
cates as a single-file it would produce a single-level event. However, DNA can also be
captured as symmetrically folded-over, partially folded, circular, and knotted (e.g.
prime-L knot, Fused knot, prime-H knot, prime-L knot, factored knot) structures
[97, 98]. Although circular and symmetrically folded-over conformations would
produce a single level (∼2× deeper than single-file) event structure, the rest would
produce stepwise and sharp drop event structures. Thus, a simple single-level anal-
ysis could critically mask information that sub-events carry and undermine the final
analysis. More notable multi-level event-analysis methods include CUSUM-based
multilevel fitting [99–101], the MOSAIC algorithm [65] and hidden Markov model
approaches [102, 103]. The OpenNanopore application (CUSUM-based) developed
by the Radenovic group [99] has, to some extent, paved the way for a standardized
analysis approach. Thus, one should develop or use an existing platform for event
analysis that can detect and fit multi-level events. However, one should be cautious
of how a given software estimates �IB and td for reasons mentioned previously.

10.5.4 Event Analysis

Now that the experiment is done and the salient features are extracted, what is the
next step? In an ideal world, if we use one molecule type, one would optimistically
expect a single �IB and td . However, this is far from reality and we would see a
distribution of �IB and td . This is because not every molecule translocates the same
way due to, for example, the spatial trajectory through the pore [104], analyte-analyte
and/or analyte-surface interactions (e.g. adsorption, electrostatic, specific binding,
chelation/cross-linking [105]), analyte conformation (e.g. voltage induced structural
changes [6, 8], DNA knots [98]). The result is a scattered population for �IB and td .
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10.5.5 Analysis of �IB

The first step is to histogram the data with a suitable bin size. For DNA, one would
typically see three peaks with the first corresponding to collisions, the second cor-
responding to single-file translocations, and the third corresponding to folded-over
translocations, among other possibilities discussed above that give deeper block-
ages (see Supporting Information of [37] for a more detailed discussion). The his-
togram can be fitted with a summation of Gaussian functions, each in the form of
Ai exp(−(�G − μi )

2/s2i )where Ai ,μi and, si are the amplitude,mean, and standard
deviation of the i th population. While this could be done in MATLAB and other pro-
grams, we have foundMathematica to be convenient for symbolic operations such as
this. For dsDNA, the division of μi for i = 3 by i = 2 would ideally be∼2: an inter-
nal check to make sure that data is from DNA but not from contamination, or other
sources. Let the radius of dsDNA be rdsDNA and the charge of dsDNA be QdsDNA.
Assuming a cylindrical nanopore profile, the effective radius of the open-pore during

dsDNA confinement would be rwith DNA =
√
r20 − r2dsDNA. G can be evaluated using

Eq. (10.4.1). Then, one canwrite, change in conductance due to dsDNA translocation
(�GdsDNA) as:

�GdsDNA = G − K

(
1

πr2with DNA
l + μ|σ |

K
2πr0
l + μ

K
qλ−DNA

l

+ 2

αa 2rwith DNA + βa
μ|σ |
K

)−1

(10.5.1)
The rdsDNA and Q(dsDNA) can be approximated to ∼1.1 nm and ∼ − 0.96 nC/m.
Then, the theoretical �G(dsDNA) can be calculated using Eq. (10.5.1). However, one
might find that the experimental and the theoretical values may differ because of,
for example, variations in (i) l (typically ±1–±2), (ii) QdsDNA (can be changed
by the electrolyte-DNA interactions among other possibilities) and (iii) rdsDNA (i.e.
hydrated radius ranging from 1.1–1.3nm, [89, 106, 107]). Thus, one can use the
extreme boundaries in each case and calculate a range for the theoretical �GdsDNA

to see whether the experimental value falls within that range. Disagreements may
indicate flaws in, for example, data collection, data analysis, or contamination.

10.5.6 Volume Exclusion Models for �IB

The formula widely used for spherical nanoparticles and globular proteins [5, 6, 108,
109] is:

�IB = K
γ V�

(l + 1.6r)2
Sr,d (10.5.2)

where γ , �, and Sr,d are shape factor, transiently excluded electrolyte volume and
the correction factor (typically assumed to be 1), respectively. It must be noted that
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the value of γ = 1.5 (a numerical constant) arises from the assumption that the
translocating particle is a sphere [110] and is somewhat questionable to be treated
as a variable, as seen from its derivation dating back to works of DeBlois [111]
and Maxwell [112] in the early 1900s and later 1800s, respectively. Another key
assumption is that the particle is completely confined within the nanopore (i.e.,
particle diameter 2a < l). If that is not the case (i.e., 2a > l), the following could be
used instead [5, 113]:

�IB = I0

(
1 −

(
1 + α

1 + αb

)(
1

1 + �R
Rp

))
(10.5.3)

where I0 is the open pore current, α(= Raccess/Rgeometric) is the ratio of access resis-
tance (Raccess) and geometric resistance (Rgeometric), �R/Rp is the fractional resis-
tance change inside the nanopore, and αb = α(1 − a2/r2)βcorr where βcorr is the
correction factor (assumed to be 0.8 for 2a > l). We would like to refer interested
readers to reference [113] for a detailed discussion of this topic.

10.5.7 Other Models for �IB

a �IB
I0

= a2

r2 . Although a simple formulation, it neglects (i) access resistance of the
pore with and without the analyte, (ii) surface charge of the nanopore, and (iii)
charge of the analyte.

b �IB = KV Aanalyte

leff
where Aanalyte and leff are the hydrodynamic cross-section of the

analyte, and the effective membrane thickness [114].
c �IB

V = 6πkεr ε0μE
(1+κa)

f (κa) + Q
l2 μ − K γ�

(l+1.6r)2 where k = k1k22 with k1 being a fitting
parameter and k2 = a/ l, Q is the initial effective charge of the particle [108].
Since the nanopore is an ionic conductor, the question arises whether resistive
components can be added linearly as shown in this formula. Thus, there are reser-
vations about the validity of this formula and we urge readers to exercise caution
while adopting models where multiple resistive components are added linearly.

d �IB
V = 1

l

(
−π

4 d
2
pol(μcation + μanion)nelectrolytee + μ∗Q∗

pol

)
where dpol, μcation,

μanion, nelectrolyte, e, μ∗ and Q∗
pol are the cross-sectional diameter of the polymer

chain, mobility of cation of the electrolyte, mobility of the anion of the electrolyte,
number density of the electrolyte, elementary charge, effective electrophoretic
mobility of the counter ion (with respect to the polymer charge), and effective
charge of the polymer chain, respectively [31]. This equation is used for polymer
chains such as DNA and does not take access resistance into account.

e �IB
V = K

[(
4leff

πd2
pore

+ 1
dpore

)−1 −
(

4leff
πdpore,analyte2

+ 1
dpore,analyte

)−1
]

where dpore and

dpore,analyte are open-pore diameter and the effective diameter of the pore contain-
ing the analyte respectively. Here, for a polymer chain such as DNA (assuming
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the analyte is a cylindrical rod), dpore,analyte =
√
d2
pore − d2

pol [115]. This formula

does not take surface charges into account.

10.5.8 Analysis of td

Literature suggests a couple of methods that are widely adopted in the nanopore
community with the first passage time model and exponential decay function being
the two prominent methods. We note that there is some underlying controversy in the
adoption of the drift-diffusion model with Ling et al. pointing some inconsistencies
in the literature [116]. We would leave the reader of this chapter to explore these
inconsistencies and would only focus on the essence they have developed to improve
the first passage time model based on the 1D biased diffusion model:

f (t) = l√
4πDt3

exp

(
− (l − vanalytet)2

4Dt

)
(10.5.4)

where vanalyte is the drift velocity of the analyte. The peak of the fit obtained from
Eq. (10.5.4) gives the translocation time, td . The l is also known as the trajec-
tory length of the molecule and can be estimated using l = leff + lcont,analyte where
lcont,analyte is the contour length of analyte. For DNA, lcont,analyte = 0.34N , where N
is the number of base pairs [117]. The nature of nonlinear fits is such that, depending
on the initial parameter guesses and the boundaries, one can fit a host of data sets
with a good regression coefficient even if the data set would not necessarily satisfy
the conditions under which the equation was derived. Thus, one should pay attention
to the output values of the parameters and experimental conditions as one can end
up with unrealistic, or nonphysical values that would distort conclusions and out-
comes. Transport is barrier-limited at low voltages and diffusion-limited at higher
voltages (Sect. 10.2.1). Ling et al. claim that, at low voltages, the entropic barrier
associated with the translocation of long polymer chains undermines the validity
of Eq. (10.5.4). To check the validity of Eq. (10.5.4) at these two voltage regimes,
the vanalyte was checked against Smoluchowski’s linear electrophoresis and intrinsic
diffusion constant (D0) against Stokes—Einstein theory of diffusion. The vanalyte and
the electrophoretic mobility of the analyte (μanalyte), according to Smoluchowski’s
theory are linearly related by vanalyte = E μanalyte. Thus, a linear relationship between
vanalyte (from Eq. (10.5.4)) and V is expected, which was seen at higher applied volt-
ages. A deviation from this expected linear behavior was seen at lower voltages.
Similarly, the D (Eq. (10.5.4)) and V showed no clear relationship at lower voltages
whereas at high voltages they shared a quadratic relationship. This behavior was
explored with regards to the Taylor-dispersion effect due to EO, where an increase
in the effective diffusion constant (from D to D0) was seen due to a combination
of radial diffusion and parabolic flow profiles [118, 119]. The D0 calculated at high
voltages was found to be in excellent agreement with the value obtained through
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the Stokes-Einstein theory of diffusion. Thus, we would urge readers to be careful
when implementing Eq.10.5.4 and check the validity of the resulting parameters by
carrying out a vigilant study equivalent to Ling et al.

10.5.9 Other Models for td

a td = Cp
ηLm

qV where Cp, Lm and q are a proportionality constant, length of the
molecule and the linear charge density of the molecule, respectively [114]. Since
η depends on temperature, the above equation can be used to explain the behavior
of td with temperature as well.

b td = ηl2eff
(V+C1)ζpεr ε0

where C1 is the integration constant [30]. This is applicable for
devices that satisfy κa � 1which allows the simplification of theHenry’s function
(f (κa)) to derive the equation for td [30].

c f (t) = ∑n
i=1 Ai exp (−t/τi ) where Ai and, τi , are the pre-exponential constant

and the time constant, respectively. In this method, the tail of the histogram cor-
responding to translocation time is fitted [120].

d f (t) = exp (−t/2s2)
(
(
∑n

i=1 Ai exp (−t/τi ))δ
)
where s, and δ are standard devi-

ation and step function to truncate values below the mode threshold defined with
respect to the translocation time corresponding to the peak of the histogram of the
translocation time distribution. The peak of this fit is then taken as the correspond-
ing td of the population [29].

e f (t) = A
t exp

[
−

(
ln(t)−μt√

2s

)2
]
where all parameters bear the same definitions as

above with μt being the mean of the log translocation time distribution. In this
case, the log of translocation time is fitted with this equation and the antilog of μt

is treated as the corresponding td of the population [29, 121].

10.5.10 Machine Learning

Although it is customary to characterize an event using a single td and �IB , this, in
some sense, overlooks the underlying information of the event and potentially under-
mines the prowess of the technology.With advancements in computing power, signal
processing, and software development,we seemore andmore studies that incorporate
machine learning (ML) and deep neural networks (DNN).MLapproacheswould play
a key role in sequencing efforts where accurate assignment of current modulations
to the correct nucleotide base is imperative for minimizing false positive and false
negatives (and increase true negatives and true positives). Solid-state nanopores are
yet to reach the sequencing advancement their biological counterparts have attained.
ML approaches with solid-state nanopores are mostly seen with virus and bacte-
rial studies where the following references would provide the interested reader with



10 Experimental Approaches to Solid-State Nanopores 321

an understanding of the advancement and progress in ML implementations in solid-
state nanopore technology [122–125]. More recently,Karawdeniya et al. showed the
possibility of using DNN based on ResNet50 and solid-state nanopore-based elec-
trodeformation to distinguish and discriminate between adeno associated viruses
(AAVs) based on their cargo content (i.e., empty, ssDNA, and dsDNA) [23].

10.6 Noise in Solid-State Nanopores

The noise associated with nanopores can be segmented into four regimes based on
origin and frequency: (i) 1/ f noise (S1/f , typically <100 Hz), (ii) white noise (Sw,
typically 0.1–10 kHz), (iii) dielectric noise (Sd ) and (iv) amplifier noise (Sa) [126].
The noise is typically evaluated through a power spectral density (PSD) plot. The
next question is, how can one construct a PSDplot? The open-pore current at a chosen
operational condition is acquired and a few seconds-long segment is chosen for Fast-
Fourier-Transform, which converts the time-domain signal into a frequency-domain
signal. In-built functions such as fft of MATLAB can be easily used for this purpose.
However, one must be mindful of the trace length and computational power available
as an unnecessarily long trace would cause the program to crash or take an extremely
long time to process. Typically, we try to keep the trace length <10 seconds long
and evaluate multiple traces for statistical significance. We would discuss S1/f in
somewhat detail and provide a concise overview of the other noise sources.

10.6.1 1/f Noise

Although the exact origin of this noise type is unclear, several mechanisms including
fabrication and characterization conditions [127, 128], and structural and chemical
properties [115, 129, 130] have been proposed. In this section, we will focus on the
noise properties of pores fabricated using CT-CDB through SixNy membranes that
are nominally ∼12nm thick, as a model system. CT-CDB method is a compelling
new method for pore fabrication as it offers the typical advantages of CDB (e.g.,
cost and time efficiency) in addition to other features (e.g. high temporal stability of
the open-pore current, resilience against irreversible pore-clogging) that improves
and address legacy issues that were once acceptable work practices in nanopore
technology. The low-frequency noise can be expressed as:

Slow,f = Sw + V 2

f R4
total

[
αbR2

access

Naccess
+ αbR4

pore

R2
cylNcyl

+ αsR4
pore

R2
surfaceNsurface

]
(10.6.1)

where Nx, Rx, αb and αs are the number of charge carriers corresponding to each
ionic resistor component, resistive components of the nanopore sensor (e.g., surface,
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geometric, and access), and Hooge parameter for the bulk and surface 1/f noise,

respectively [131, 132]. The definition of Nx is as follows: Ncyl = πCNAl
d2
pore

4 (NA

is Avagadro’s Number); Naccess = πCNA
d3
pore

6 and Nsurface = πσ l dporee . To understand
the definitions of Rx, one has to look at the conductance model comprised of geo-
metric, surface and access resistance contributions to the overall nanopore resistance
(Sect. 10.4.1):

G = K

(
1

πr2
l + μ|σ |

K
2πr
l

+ 2

αa 2 r + βa
μ|σ |
K

)−1

=
(

1
1
Rcyl

+ 1
Rsurface

+ Raccess

)−1

or,
G = (

Rpore + Raccess
)−1 (10.6.2)

where Rpore is the nanopore resistance. Thus, Rpore inEq. (10.6.1) andEq. (10.6.2) are

defined as the parallel addition of Rcyl and Rsurface (i.e., Rpore =
(

1
Rcyl

+ 1
Rsurface

)−1
).

Thus, Rtotal = Rpore + Raccess. Alternative expressions for Slow,f exist too. For exam-
ple, Fragasso et al. used a Lorentzian shape noise component for fitting purposes
although this was most prominent with smaller diameter nanopores [133]. A sam-
ple PSD plot is shown in Fig. 10.4a that segregates S1/f and Sw by fitting it with
Eq. (10.6.1).

10.6.2 Effect of Solution pH

Looking at Eqs. (10.6.1) and (10.6.2), the noise should vary with solution pH since
σ is a function of the pH (Eqs. (10.2.6), (10.2.8), and (10.2.9)). From the pH-G
response of CT-CDB pores (Fig. 10.2a), it is evident that at pH values < ∼8, the
G plateaus (σ ∼ 0). Equation (10.6.2) shows that when σ → 0, Rsurface → ∞, it
reduces to G = (Rcyl + Raccess)

−1. Similarly, Eq. (10.6.1) reduces to:

Slow,f,σ→0 = Sw + V 2

f R4
total

[
αbR2

access

Naccess
+ αbR4

pore

R2
cylNcyl

]
(10.6.3)

Thus, noise should be independent of pH at values where G plateaus, as seen in
Fig. 10.4b. When G increases with pH, the noise also starts to increase and follows
Eq. (10.6.1).
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10.6.3 Effect of Applied Voltage

In nanopore experiments, the R.M.S. value of open-pore current (Irms) increases
with increasing applied voltage. To understand this behavior, let us eliminate the
contribution from surface charges and consider Eq. (10.6.3) (the simplified form of
Eq. (10.6.1)). Assuming dpore, l, NA, and αb are constant for a given nanopore, it can
be shown that:

Slow,f,σ→0 = Sw + K 2V 2

f C
�σ→0 (10.6.4)

where �σ→0 = 1⎛
⎝ 1

πd2pore
4l

+ 2
α dpore

⎞
⎠

4

⎡
⎢⎢⎢⎣

αb

(
2

αdpore

)2

πNA
d3pore
6

+
αb

⎛
⎝ 1

πd2pore
4l

⎞
⎠

2

πNAl
d2pore
4

⎤
⎥⎥⎥⎦. Now we see that

Slow,f,σ→0 should increase with the square of the applied voltage. This is essentially
the case seen in Fig. 10.4c, with the fit line corresponding to Eq. (10.6.4).

10.6.4 Effect of Electrolyte Concentration

Like applied voltage, an increase in the open-pore noise is observed with increas-
ing electrolyte concentration, C , with some electrolytes performing better than oth-
ers [134]. Equation (10.6.4) provides some proof for this observation. As seen, the
Slow,f ,σ→0 is proportional to K 2/C . As the electrolyte concentration increases, its
conductivity would increase as well. Although with electrolytes such as KCl, K , and
C vary linearly with analyte concentration at concentrations relevant to nanopore
experiments, the same is not the case with LiCl. However, irrespective of the rela-
tionship between K and C , K 2/C does increase with increasing C . Thus, with
increasing C it is not surprising to see S1/f ,1Hz increasing as well (Fig. 10.4d). If one
looks at Fig. 10.4d, the S1/f ,1Hz cannot be fitted well with Eq. (10.6.4). However,
when K 2 was replaced with Keff (similar to an effective conductivity), the raw data
points could be fitted well with the exponent (eff) being 4.3 ± 0.5. Although it is not
clear why this is the case, this could be due to, for example, slight pore-to-pore varia-
tions in αb, need for the refinement of Nx parameter estimates (Ncyl, Nsurface, Naccess)
to better suit CT-CDB pores and variations in l (the manufacturer typically notes a
±1–±2nm variation in thickness).

10.6.5 Effect of Pore Diameter

The 1/f noise is expected to decrease with increasing pore diameter, which accord-
ing to Fragasso et al., is weaker in pores <10 nm in diameter whereas it is more
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prominent at larger diameter pores [133]. Such a decrease in 1/f noise was attributed
to two reasons: (i) pore-diameter dependent redistribution of the voltage across the
access and pore regions with the former dominating in larger pores and the latter
at smaller diameter pores, and (ii) surface contributions accounting for much of the
1/f noise than its bulk counterpart (evident by the few magnitudes larger αs than
αb) with surface 1/f noise dominating in smaller diameter pores. In larger pores,
the surface contributions are smaller and are dominated, as mentioned earlier, by
access contributions (i.e., 1/f noise decrease). However, these results pertain to
Six Ny pores fabricated by TEM. Pores fabricated by CT-CDB pores (or even CDB)
on the other hand, exhibit an increase in 1/f noise with increasing pore diameter
(Fig. 10.4e). This is counterintuitive based on the reasoning and equations provided
so far. However, the equations do not take Joule heating into account, that occurs
during breakdown-type voltage induced fabrication methods. Larger diameter pores
would require higher voltages to fabricate, which would lead to higher Joule heating
that may in turn lead to an increase in 1/f noise. While trying to make larger pores,
higher voltage requirements could lead to unstable open-pore currents and multiple
pore-formation that would affect the performance of the fabricated nanopores. Thus,
CDB (and CT-CDB) is most suitable for the fabrication of <30 nm diameter pores
(although successful nanopore fabrication up to ∼50 nm diameter has been reported
in literature).

10.6.6 Reducing Noise

Various approaches have been pursued to reduce noise components associated with
nanopore measurements through strategies and measures such as:

a Amplifier noise (Sa): Although elementary, it is important to remember that the
front switch of the Axopatch 200B (±200 mV) has less R.M.S. noise compared to
the rear-switch (±1V) setting. Unless one requires> ±200mV, it is best to operate
in the front switchmode. The complementarymetal-oxide semiconductor (CMOS)
devices offer low noise with more compact designs such as Nanopore Reader
(developed by Elements SRL) having low instrument footprint and portability.

b Digitizer noise: The analog signal of the amplifier must be digitized before it can
be read by the software. We have observed a reduction in the R.M.S. noise from
Digidata 1440A to Digidata 1550B (both are digitizers developed by Molecular
Device, LLC).

c S1/f and Sd reduction: e.g., Polydimethylsiloxane (PDMS) coating (S1/f and Sd
reduction) [135], Piranha treatment (S1/f reduction) [135] (should be handled with
care and not suitable for chips susceptible to such harsh chemical treatments) and,
Low-loss factor material (e.g., quartz, Sd reduction) [136].

d Surface passivation: e.g., Atomic layer deposition [127].
e Vibration and electrical isolation: Attention should be paid on using, for exam-
ple, active vibration isolation table, Faraday cage, insulation of wires, and ded-
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Fig. 10.4 (a) PSD with blue, magenta, and green fit lines corresponding to Eq. (10.6.1), 1/f , and
Sw components, respectively. 1/f noise at 1Hz (S1/f ,1Hz) with (b) solution pH (the fit line from
Eq. (10.6.1)), (c) applied voltage (the fit line from Eq.10.6.4), (d) LiCl conductivity (solid and
dashed fit lines from Eq. (10.6.4) and replacing K 2 of Eq. (10.6.4) with Keff respectively) and (e)
pore diameter (linear fit line as a guide to the eye). All traces were recorded at 10 kHz low pass
filtering

icated power line. Although elementary facts, if not done properly, these could
introduce noise features originating from surrounding vibrations, electrical noise,
magnetic noise, electrical cross talk, and instrument cross talk. 60Hz noise (50Hz
in some parts of the world) is easy to recognize—a tell-tale sign of poor electrical
insulation—through the rhythmicwave-like noise pattern in the open-pore current.
Something that is mostly overlooked is the high-frequency noise of computers—
keep them as far away as possible or replace them with a low-noise modules.

The electrical performance of the most ubiquitous material used in solid-state
nanopore technology, SixNy, heavily hinges on the Sf and Sd noise characteristics.
Unfortunately, the Sd of SixNy is aggravated by its high loss factor. However, as
explained above, methods are available to handle this issue without resorting to a
change of material.

10.7 Improving Measurements

Ideally, one would require td > 2Tr (see Sect. 10.5 for more details) and �IB to be
as deep as possible (higher SNR). Thus, it is desirable to slow down the translocation
time and increase the blockage depth. Slowing down the translocation time typically
comes at the expense of overall throughput (exceptions exist such as the salt-gradient
method [24]). Thus, it is required to strike a balance between the throughput of the
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sensor and td . Ideally, we would recommend collecting 1000 events for statistical
analysis (one should be mindful of subtle baseline variations that could sometimes
give rise to false events). However, it is not uncommon to see analysis done with
<1000 events or the number of events not been reported at all.

10.7.1 Slowing Down td

Generally used strategies are:

a Use of electrolytes that reduce the overall charge of the analyte, such as LiCl (and
even NaCl to some extent) in DNA sensing experiments. Care must be exercised
when using multivalent cations as they could crosslink analytes and/or attach
analyte to the pore surface [54]. In case of proteins, as mentioned previously, the
Hofmeister series positioning of the ions in the electrolyte must be inspected as
well.

b Decreasing operational temperature [137]. There must be sufficient energy for
diffusion and drift to overcome entropic (for long polymers) and other energetic
barriers for translocation to be feasible.

c Increasing the viscosity of the electrolyte by adding additives such as glycerol
[114].

d Tuning the electrolyte concentration. For example, in the case of DNA, increasing
LiCl and, NaCl concentration is found to increase the translocation time with the
added benefit of increasing �IB [54].

e Ionic liquids: care must be taken to avoid any unnecessary analyte-electrolyte
interactions in ionic liquids [138].

f Application of pressure gradient (typically configured to have opposing voltage
and pressure forces) [139].

g Reducing the applied voltage (must be high enough to overcome the entropic and
other energy barriers) [140].

h Salt gradient (typically decrease td while increasing the capture rate) [24].
i Organo-surface chemical coating to increase electrostatic interactions [29, 39].
j pHmodulation to manipulate analyte and surface charge (care should be taken not
to denature, or unfavorably cause pH-induced conformational changes) [39].

k Tuning of pore diameter and length—smaller diameters and longer lengths would
typically increase td yet promote analyte clogging [141].

l Analyte tagging: Keyser’s group have demonstrated the use of engineered DNA
strands with protein binding sites which generate a knot-like signal with the deeper
and sharper event structure corresponding to the protein-DNAcomplex [142, 143].
With such techniques, small proteins that would otherwise defy the electronic
limitations of the amplifier could be detected.

m Optical trapping: care must be exercised to ensure that the laser power is low
enough to minimize any structural changes of the molecule [144]. More details
can be found in Chaps. 7 and 8.

https://doi.org/_7
https://doi.org/_8
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n Topological modifications (e.g. electrospinning of nanofiber mesh [145], mem-
brane metallization [146]).

o Pore material: Larkin et al. showed that strong interactions of the DNA phosphate
backbone with HfO2 nanopores yielded a reduction in the translocation speed
compared to SixNy nanopores, with the added advantage of admitting DNA at a
lower operational voltage [69].

Although these strategies would decrease td , many of them would reduce the cap-
ture rate as well (lower throughput). One important factor to note is the distribution
of td : the narrower the better. However, transport distribution depends on a host of
factors including the initial conformation of themolecule (correlated to viscous-drag-
induced velocity fluctuations) [147], non-transport collisions with the pore opening,
access trajectory [148], transient conformational changes (e.g. protein unfolding),
pore surface-analyte interactions (including kinetics and location [104]), interactions
with extra-pore and intra-pore segments (e.g. DNA) [117], and thermal fluctuations.
Since most nanopore technologies are developed with a focus on DNA sequencing,
it is imperative to minimize the distribution width of td . For this, strategies such as
entropic reduction through preconfinement [149], molecular stepper motors (biolog-
ical nanopores) [150], and reducing the pore diameter for smooth transport [117]
have been used.

10.7.2 Increasing �IB

Unlike td , which could be manipulated through a multitude of approaches, tuning of
�IB is not associated with the same multitude of options. Guide inserted nanopores
[151], smaller diameter pores [117], ultra-thin membranes [152], reducing R.M.S.
noise of open-pore current [66, 136], increasing electrolyte concentration (increases
1/f noise) [31, 54], increasing the applied voltage (increases td and 1/f noise) [114]
are some of the available options.

10.7.3 Increasing Analyte Detection Sensitivity/Throughput

Here we discuss some common approaches:

a Salt Gradient:By having a low electrolyte concentration in the cis side compared
to the trans side,Wanunu et al.were able to reach sub-10 pMDNA concentrations
while maintaining an appreciable capture rate (∼1 event/s) [24]. The increase
in capture rate was attributed to the effective polarization of the pore entrance
due to transport of K+ ions (electrolyte was KCl) along both the chemical and
electrical potential gradients. Interestingly, the increase in capture did not induce
fast DNA translocation, but the opposite. Similar experiments have been donewith
LiCl gradients as well [153, 154]. Note that I-V response, unlike with the usual
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symmetric electrolyte concentration case, would show a positive offset (current
at zero applied voltage) for Ctrans/Ccis > 1 and vise-versa for Ctrans/Ccis < 1.
The offset is also known as resting voltage (Vrest ) and has a Nernstian relationship
(slope ∼60 mV) with log(Ctrans/Ccis).

b Pore Fabrication Method: Our work with SixNy nanopores fabricated through
CT-CDB showed a ∼6.5× higher sensitivity to DNA (at pH ∼ 7) compared to
pores fabricated from the conventional CDB process [37]. This was attributed to
the negligible EOF acting against the EPF in the CT-CDB compared to the CDB
fabricated Six Ny pores. Our work with AAVs indicated negligible capture rates
for Six Ny pores fabricated through FIB, whereas those fabricated from the TEM
allowed statistically significant event capturing across five voltages (−50mV to
−125 mV) under ∼30min [23]. The capture rate difference was thought to be
due to differences in surface chemistry during fabrication, as one used heavy ions
(FIB) and the other used electrons (TEM) [27].

c Dielectrophoretic Trapping: One of the core problems in nanopore sensing is
the disproportionate accessibility of molecules in the capture zone compared to
the bulk stemming from the requirement of molecules to diffuse from the bulk
to the capture zone of the nanopore. It has been shown that the capture zone has
∼108× fewer molecules compared to the bulk. That is, for a 10µL solution of∼1
nM concentration, there would merely be ∼34 molecules inside a 3 µm capture
radius [155]. The problem is further aggravated at pM concentrations where the
average drops <1 molecule rendering the throughput to decrease drastically. As a
solution, Freedman et al. showed, detection of DNA as low as 5 fM (at a capture
rate of 315±147 molecules/minute) can be reached by applying an AC field (Au
electrodes) for trapping followed by a DC field (Ag/AgCl electrodes) for sensing
[155]. Other intricate details can be found through further reading of that paper.
For more discussion on dielectrophoretic trapping, see Chap. 6.

d Flow Rate: This is applicable for nanopore devices integrated with a microfluidic
flow channel. A good example of this is the very recent work of Sohi et al. where
the application of a tangential flow over the nanopore increased the capture rate at
moderate flow rates (∼5×) although it subsequently dropped at higher flow rates
[156].

e Pressure-Electric Configuration: With the finite temporal resolution of patch-
clamp systems, it becomes challenging to detect small proteins (and even small
DNA strands). Li et al. demonstrated, by applying an electric field that opposes
the pressure-driven transport of proteins through a nanopore, proteins that may
be invisible in electric-only configurations can eventually be detected [157]. One
could argue that higher bandwidths could resolve this issue, but it comes at a high
R.M.S. open-pore current noise.

f Electric and Physical Tuning: Increasing the applied voltage would increase the
capture rate. This would increase td (can get bandwidth limited) and the open-pore
noise. The pore radius can be enlarged to increase the capture rate. This would
allow molecules to translocate with a multitude of configurations broadening both
the td and �IB distributions.

https://doi.org/_6
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g Surface Modifications
(a) Increasing the hydrophilicity: Piranha treatment [158] (some pore types could
etch or degrade), T iO2 deposition (become super hydrophilic after UV treat-
ment) [159, 160], and air/oxygen plasma treatment [161] are some of the common
approaches.
(b) Chemical Attachments: If the molecules cannot be slowed down sufficiently,
one way would be to modify the nanopore surface with a molecular layer that
would bind specifically with the analyte. For a protein, this could be its receptor.
Then, by measuring the open-pore current before and after equilibrating with the
analyte and removing any non-specifically bound molecules (e.g., washing, subtle
voltage/magnetic application), the �IB would be characteristic of the analyte
length and charge. Chuah et al. achieved a 0.8 fM detection limit for prostate-
specific antigen using a similar method [162].

10.7.4 Multiple Recapturing

Conventionally, as discussed so far, translocations are single-capture events. That is,
once they enter the trans side through the nanopore, they would eventually escape
the sensing zone of the nanopore. However, multiple recapturing allows the same
molecule to be analyzed multiple times through appropriate voltage reversal after
detecting a translocation event. Gershow and Golovchenko demonstrated the recap-
ture of 4–6 kbp dsDNA through a SixNy nanopore [163]. With multiple recapturing,
statistically significant data of a given particle can be obtained (something the con-
ventional single-pass capture fails to attain), and by extending it to>1000molecules,
a statistically significant data pool representative of the sample can be obtained. In
brief, after detecting a resistive pulse, the system automatically reverses the volt-
age polarity after a preset value of delay time, Tdelay (Fig. 10.5). The Tdelay is set
so as to retain the analyte within the capture radius of the nanopore. To avoid data
acquisition in the short-lived capacitive spike region as a result of voltage reversal,
the pulse scanning is kept on hold for a preset period (Tskip) and then scanned for
a period of Trecapture, until the analyte gets recaptured. The Trecapture is not a preset
value, but the time taken for the given analyte to be recaptured. The protocol can be
operated at (i) symmetric voltage conditions (i.e. VCapture = VRecapture) or (ii) asym-
metric voltage (VCapture 
= VRecapture) conditions. One must be mindful of the fact that
if either VCapture or VRecapture is too large, the analyte will escape the capture radius of
the nanopore. A key advantage of asymmetric voltage is that it has the potential to
measure the relaxation dynamics of analytes that may undergo electro-deformation
or other voltage-induced structural changes by manipulating VCapture, VRecapture, and
Tdelay. More information on recapturing can be found elsewhere [12, 13].
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Fig. 10.5 Schematic of themultiple recapture protocol where upon the detection of a resistive pulse
(green circle), the voltage is reversed after a preset time (Tdelay). The data acquisition is kept hold
for a preset time (Tskip) and then scanned for a period of Trecapture, until the protein gets recaptured

10.7.5 Electrode Maintenance

The most common electrode used is the Ag/AgCl electrode. It is an exhaustible
electrode, yet it is reversible and has minimal polarization and predictable junction
potential. The electrode reaction can be written as AgCl + e � Ag + Cl−. How-
ever, when the AgCl is depleted, the bare Ag wire would be exposed which could
cause silver ions to leak into the solution. The silver ions can react with biomolecules
and alter their structure and function. If the bare Ag is exposed (electrode would look
whitish), a freshly prepared Ag/AgCl electrode should be used. If the same bare Ag
is required to be reused, it should be sanded down until it becomes glossy and then
dipped in a bleach solution, preferably overnight. A proper Ag/AgCl electrode would
be black in color. Additionally, one must be mindful of the composition of the buffer
as well.

10.7.6 Analyte Concentration

Although it might seem a good idea to add as much analyte as possible because
the capture rate is proportional to it, a higher capture rate would induce irreversible
pore-clogging as well. As a rule of thumb, we aim to collect a minimum of 1000
events in 15min. If a lower analyte concentration could achieve this, it would have
the added benefit of minimal sample usage as well.
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10.7.7 Optimizing Lowpass Filter Settings

See detailed discussed in Sects. 10.3 and 10.5 above.

10.8 Conclusions

In this chapter, we broadly discussed the transport phenomena and their model-
ing, experiment planning, electrical signal measurements, nanopore characteriza-
tion, noise and, improvements in measurements corresponding to nanopore single
molecule sensing. Moreover, the analyte translocation methods (e.g. EO,EP and dif-
fusion), mechanisms (e.g. diffusion and barrier limited) and the impact of analyte
chemistry, electrolyte chemistry, nanopore chemistry and electronic settings (e.g.
applied voltage) on these are discussed in Sect. 10.2. The same conditions would
also dictate the translocation characteristics such as �IB and td and should be care-
fully optimized or chose as discussed in Sects. 10.3 and 10.5. Section10.4 discuss
the strategies ubiquitously used for physical and chemical nanopore characteriza-
tion. For nanopore sensing to be successful, low noise is key and Sect. 10.6 discuss
the noise properties associated with nanopores along with strategies to improve the
inherent noise. Finally, furthermethods to improve sensing such as increasing td ,�IB
(for higher SNR) and throughput along with vital maintenance tips are provided in
Sect. 10.7. Broadly, this chapter discuss the key aspects of nanopore sensing essen-
tial to properly setup a nanopore experiment, characterization metrics, challenges
associated with nanopores, strategies developed to overcome them.

10.9 Acronym Glossary

αs: surface Hooge parameter
αb: bulk Hooge parameter
β: inverse of thermal energy
�: number of surface chargeable groups
εrε0: permittivity of the solution
ζ p: zeta potential of the analyte
ζw: zeta potential of the nanopore wall
η: dynamic viscosity of the electrolyte
κ−1: Debye screening length
μ: electrophoretic mobility
σ : surface charge density
φ pore: diffuse layer potential
C: analyte concentration

Ceff : effective stern layer capacitance
Cs: stern layer capacitance
D: analyte diffusion coefficient
e: elementary charge
E: electric field
f ∗: frequency factor
fc: cut-off frequency of the filter
G: open pore conductance
Gbulk: bulk conductance
Gaccess: access conductance
Gsurf ace: surface conductance
Irms: root mean square of open-pore cur-
rent
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J: analyte flux rate
K : electrolyte conductivity
Ka: acid dissociation constant
Kb: base dissociation constant
kB: Boltzmann constant
l: pore length
r: pore radius
r∗: capture radius
Rdiff
c : diffusion-limited capture rate

Rbar
c : barrier-limited capture rate

R0: zero-voltage capture rate
S1/f : 1/f noise
Sw: white noise
Sd: dielectric noise
Sa: amplifier noise
T : temperature
Tr : rise time
td: translocation/dwell time of the resis-
tive pulse
U∗: activation energy
V : applied voltage
Vcross: cross-over voltage
W : lambert W function
pI: isoelectric point
ADEPT: adaptive time-series analysis
CDB: controlled dielectric breakdown
CMOS: complementary metal-oxide-
semiconductor
CT-CDB: chemically tuned CDB
DBC: differential-based calibration
dsDNA: double-stranded DNA
EDL: electrical double layer

EO: electroosmosis
EOF: electrosomostic force
EP: electrophoresis
EPF: electrophoretic force
FIB: focused ion beam
FWHM: full width at the half maximum
h-BN: hexagonal boron nitride
HIM: helium ion microscope
�IB: current drop of the resistive pulse
ICR: ion current rectification
LACB: laser-assisted controlled break-
down
LPCVD: low-pressure chemical vapor
deposition
MPVI: multi-level pulsed voltage injec-
tion
PC: polycarbonate
PECVD: plasma-enhanced chemical
vapor deposition
PET: polyethylene terephthalate
PSD: power spectral density
PVD: physical vapor deposition
R.M.S: root mean square
RNA: ribonucleic acid
SAXS: small angle X-ray scattering
SEM: scanning electron microscope
SNR: signal to noise ratio
SixNy: silicon nitride
SiO2: silicon dioxide
TCAM: tesla-coil assisted method
TEM: transmission electron microscope
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Rapid electronic detection of probe-specific micrornas using thin nanopore sensors. Nature
Nanotechnology, 5(11):807–814, 2010.

76. KeLiu, Jiandong Feng, AndrasKis, andAleksandra Radenovic. Atomically thinmolybdenum
disulfide nanopores with high sensitivity for dna translocation. ACS Nano, 8(3):2504–2511,
2014.

77. Birgitta Schiedt, Loïc Auvray, Laurent Bacri, G Oukhaled, Ali Madouri, Eric Bourhis, Gilles
Patriarche, Juan Pelta, Ralf Jede, and Jacques Gierak. Direct fib fabrication and integration
of “single nanopore devices” for the manipulation of macromolecules.Microelectronic Engi-
neering, 87(5-8):1300–1303, 2010.

78. Jijin Yang, David C Ferranti, Lewis A Stern, Colin A Sanford, Jason Huang, Zheng Ren,
Lu-Chang Qin, and Adam R Hall. Rapid and precise scanning helium ion microscope milling
of solid-state nanopores for biomolecule detection. Nanotechnology, 22(28):285310, 2011.



10 Experimental Approaches to Solid-State Nanopores 337

79. K. Briggs, H. Kwok, and V. Tabard-Cossa. Automated fabrication of 2-nm solid-state
nanopores for nucleic acid analysis. Small, 10(10):2077–2086, 2014.

80. H. Kwok, K. Briggs, and V. Tabard-Cossa. Nanopore fabrication by controlled dielectric
breakdown. PLoS One, 9(3):e92880, 2014.

81. Cuifeng Ying, Jared Houghtaling, Olivia M Eggenberger, Anirvan Guha, Peter Nirmalraj,
Saurabh Awasthi, Jianguo Tian, and Michael Mayer. Formation of single nanopores with
diameters of 20-50 nm in silicon nitridemembranes using laser-assisted controlled breakdown.
ACS Nano, 12(11):11458–11470, 2018.

82. I. Yanagi, R. Akahori, T. Hatano, and K. Takeda. Fabricating nanopores with diameters of
sub-1 nm to 3 nm using multilevel pulse-voltage injection. Scientific Reports, 4:5000, 2014.

83. YM Nuwan DY Bandara, Buddini I Karawdeniya, and Jason R Dwyer. Push-button method
to create nanopores using a tesla-coil lighter. ACS Omega, 4(1):226–230, 2019.

84. Jiri Kudr, Sylvie Skalickova, Lukas Nejdl, Amitava Moulick, Branislav Ruttkay-Nedecky,
Vojtech Adam, and Rene Kizek. Fabrication of solid-state nanopores and its perspectives.
ELECTROPHORESIS, 36(19):2367–2379, oct 2015.

85. Yusuke Goto, Itaru Yanagi, KazumaMatsui, Takahide Yokoi, and Ken-ichi Takeda. Integrated
solid-state nanopore platform for nanopore fabrication via dielectric breakdown, dna-speed
deceleration and noise reduction. Scientific Reports, 6:31324, 2016.

86. Choongyeop Lee, Laurent Joly, Alessandro Siria, Anne-Laure Biance, Rémy Fulcrand, and
Lydéric Bocquet. Large apparent electric size of solid-state nanopores due to spatially
extended surface conduction. Nano Letters, 12(8):4037–4044, 2012.

87. YM Nuwan DY Bandara, Jonathan W Nichols, Buddini Iroshika Karawdeniya, and Jason R
Dwyer. Conductance–based profiling of nanopores: Accommodating fabrication irregulari-
ties. Electrophoresis, 39(4):626–634, 2018.

88. YMNuwan DY Bandara, Buddini Iroshika Karawdeniya, and Jason R Dwyer. Real-time pro-
filing of solid-state nanopores during solution-phase nanofabrication. ACS Applied Materials
& Interfaces, 8(44):30583–30589, 2016.

89. Stefan W Kowalczyk, Alexander Y Grosberg, Yitzhak Rabin, and Cees Dekker. Modeling
the conductance and dna blockade of solid-state nanopores. Nanotechnology, 22(31):315101,
2011.

90. Angelika Holzinger, Gregor Neusser, Benjamin J J Austen, Alonso Gamero-Quijano, Gré-
goire Herzog, Damien W M Arrigan, Andreas Ziegler, Paul Walther, and Christine Kranz.
Investigation of modified nanopore arrays using FIB/SEM tomography. Faraday Discussions,
210:113–130, 2018.

91. Oun-Ho Park, Joy Y Cheng, M Hart, Teya Topuria, Philip M Rice, Leslie E Krupp, Robert D
Miller, Hiroshi Ito, and Ho-Cheol Kim. High-aspect-ratio cylindrical nanopore arrays and
their use for templating titania nanoposts. Advanced Materials, 20(4):738–742, 2008.

92. A Hadley, C Notthoff, P Mota-Santiago, S Dutt, S Mudie, MA Carrillo-Solano, ME Toimil-
Molares, C Trautmann, and P Kluth. Analysis of nanometer-sized aligned conical pores using
small-angle x-ray scattering. Physical Review Materials, 4(5):056003, 2020.

93. Pradeep Waduge, Rui Hu, Prasad Bandarkar, Hirohito Yamazaki, Benjamin Cressiot, Qing
Zhao, Paul C Whitford, and Meni Wanunu. Nanopore-based measurements of protein size,
fluctuations, and conformational changes. ACS Nano, 11(6):5706–5716, 2017.

94. Jiandong Feng,Michael Graf, Ke Liu, Dmitry Ovchinnikov, Dumitru Dumcenco,Mohammad
Heiranian, Vishal Nandigana, Narayana R Aluru, Andras Kis, and Aleksandra Radenovic.
Single-layer mos2 nanopores as nanopower generators. Nature, 536(7615):197–200, 2016.

95. Andrea Hadley, Christian Notthoff, Pablo Mota-Santiago, UH Hossain, N Kirby, ME Toimil-
Molares, C Trautmann, and P Kluth. Etched ion tracks in amorphous sio2 characterized by
small angle x-ray scattering: influence of ion energy and etching conditions.Nanotechnology,
30(27):274001, 2019.

96. Amit Meller and Daniel Branton. Single molecule measurements of dna transport through a
nanopore. Electrophoresis, 23(16):2583–2591, 2002.

97. Calin Plesa, Daniel Verschueren, Sergii Pud, Jaco van der Torre, Justus W. Ruitenberg,
Menno J. Witteveen, Magnus P. Jonsson, Alexander Y. Grosberg, Yitzhak Rabin, and Cees



338 Y. M. N. D. Y. Bandara et al.

Dekker. Direct observation of dna knots using a solid-state nanopore.Nature nanotechnology,
11:1093, 2016.

98. Rajesh Kumar Sharma, Ishita Agrawal, Liang Dai, Patrick S Doyle, and Slaven Garaj. Com-
plex dna knots detected with a nanopore sensor. Nature Communications, 10(1):1–9, 2019.

99. Camille Raillon, Pierre Granjon, Michael Graf, LJ Steinbock, and Aleksandra Radenovic.
Fast and automatic processing of multi-level events in nanopore translocation experiments.
Nanoscale, 4(16):4916–4924, 2012.

100. Ke Liu, Chao Pan, Alexandre Kuhn, Adrian Pascal Nievergelt, Georg E Fantner, Olgica
Milenkovic, and Aleksandra Radenovic. Detecting topological variations of dna at single-
molecule level. Nature Communications, 10(1):1–9, 2019.

101. Calin Plesa and Cees Dekker. Data analysis methods for solid-state nanopores. Nanotechnol-
ogy, 26(8):084003, 2015.

102. Jianhua Zhang, Xiuling Liu, Yi-Lun Ying, Zhen Gu, Fu-Na Meng, and Yi-Tao Long. High-
bandwidth nanopore data analysis by using a modified hidden markov model. Nanoscale,
9(10):3458–3465, 2017.

103. Jian-Hua Zhang, Xiu-Ling Liu, Zheng-Li Hu, Yi-Lun Ying, and Yi-Tao Long. Intelligent
identification of multi-level nanopore signatures for accurate detection of cancer biomarkers.
Chemical Communications, 53(73):10176–10179, 2017.

104. Lingzhi Wu, Hang Liu, Wenyuan Zhao, Lei Wang, Chuanrong Hou, Quanjun Liu, and
Zuhong Lu. Electrically facilitated translocation of protein through solid nanopore.Nanoscale
Research Letters, 9(1):140, 2014.

105. Yin Zhang, Lei Liu, Jingjie Sha, ZhonghuaNi, HongYi, andYunfei Chen. Nanopore detection
of dna molecules in magnesium chloride solutions. Nanoscale Research Letters, 8(1):1–8,
2013.

106. M Mercedes Tirado, Carmen López Martínez, and José García de la Torre. Comparison of
theories for the translational and rotational diffusion coefficients of rod-like macromolecules.
application to short dna fragments. The Journal of chemical physics, 81(4):2047–2052, 1984.

107. ShawnMDouglas, Hendrik Dietz, Tim Liedl, Björn Högberg, Franziska Graf, andWilliamM
Shih. Self-assembly of dna into nanoscale three-dimensional shapes.Nature, 459(7245):414–
418, 2009.

108. HongwenWu, Hang Liu, Shengwei Tan, Jingjing Yu,Wenyuan Zhao, LeiWang, and Quanjun
Liu. The estimation of field-dependent conductance change of nanopore by field-induced
charge in the translocations of aunps-dna conjugates. The Journal of Physical Chemistry C,
118(46):26825–26835, 2014.

109. E. C. Yusko, J. M. Johnson, S. Majd, P. Prangkio, R. C. Rollings, J. Li, J. Yang, andM.Mayer.
Controlling protein translocation through nanopores with bio-inspired fluid walls. Nature
Nanotechnolagy, 6(4):253–260, 2011.

110. NB Grover, J Naaman, S Ben-Sasson, and F Doljanski. Electrical sizing of particles in sus-
pensions. Biophysical Journal, 9(11):1398–1414, 1969.

111. RW DeBlois and CP Bean. Counting and sizing of submicron particles by the resistive pulse
technique. Scientific Instruments, 41(7):909–916, 1970.

112. James Clerk Maxwell. A treatise on electricity and magnetism, volume 1. Oxford: Clarendon
Press, 1873.

113. JunrongWang, JianMa, ZhonghuaNi, Li Zhang, andGuoqingHu. Effects of access resistance
on the resistive-pulse caused by translocating of a nanoparticle through a nanopore. RSC
Advances, 4(15):7601–7610, 2014.

114. Daniel Fologea, James Uplinger, Brian Thomas, David S McNabb, and Jiali Li. Slowing dna
translocation in a solid-state nanopore. Nano Letters, 5(9):1734–1737, 2005.

115. Eric Beamish, Harold Kwok, Vincent Tabard-Cossa, and Michel Godin. Precise control
of the size and noise of solid-state nanopores using high electric fields. Nanotechnology,
23(40):405301, 2012.

116. Daniel Y Ling and Xinsheng Sean Ling. On the distribution of dna translocation times in
solid-state nanopores: an analysis using schrödinger’s first-passage-time theory. Journal of
Physics: Condensed Matter, 25(37):375102, 2013.



10 Experimental Approaches to Solid-State Nanopores 339

117. Spencer Carson, James Wilson, Aleksei Aksimentiev, and Meni Wanunu. Smooth dna trans-
port through a narrowed pore geometry. Biophysical Journal, 107(10):2381–2393, 2014.

118. Geoffrey IngramTaylor. Dispersion of solublematter in solvent flowing slowly through a tube.
Proceedings of the Royal Society of London. Series A. Mathematical and Physical Sciences,
219(1137):186–203, 1953.

119. Rutherford Aris. On the dispersion of a solute in a fluid flowing through a tube.Proceedings of
the Royal Society of London. Series A. Mathematical and Physical Sciences, 235(1200):67–
77, 1956.

120. Christopher A.Merchant, Ken Healy, MeniWanunu, Vishva Ray, Neil Peterman, John Bartel,
Michael D. Fischbein, Kimberly Venta, Zhengtang Luo, A. T. Charlie Johnson, and Mar-
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Chapter 11
Challenges in Protein Sequencing Using
2-D MoS2 Nanopores

Adrien Nicolaï and Patrick Senet

Abstract Solid-state nanopores (SSN) made of 2-D materials such as
molybdenum disulfide (MoS2) have emerged as one of the most versatile sensors for
single-molecule detection. One of the most promising applications of SSN is DNA
and protein sequencing, at a low cost and faster than the current standard methods.
The detection principle relies on measuring the relatively small variations of ionic
current as charged biomolecules immersed in an electrolyte traverse the nanopore,
in response to an external voltage applied across the membrane. The passage of a
biomolecule through the pore yields information about its structure and chemical
properties, as demonstrated experimentally particularly for DNAmolecules. Indeed,
protein sequencing using SSN remains highly challenging since the protein ensemble
is far more complex than the DNAone. In the present chapter, we focus on challenges
in protein sequencing using 2-D MoS2 nanopores. Three challenges are highlighted
using Molecular Dynamics to simulate protein translocation experiments through
MoS2 nanopores. First, the threading of the protein through the nanopore is dis-
cussed. Second, the modification of the nanopore dimensions in order to slow down
the passage of the protein through the pore is detailed. Finally, the application of
time series analysis tools in order to identify protein sequence motif from measured
raw data is presented.

11.1 Introduction

After three decades of research [1], development of label-free, electrical-based nan-
odevice for DNA sequencing is a mature field [2]. The first sequence reads of
DNA strands using nanopores was published 10 years ago [3] and the commer-
cial sequencer MinION of Oxford Nanopore Technology was successfully applied
to sequence a human genome [4]. Both biological nanopores [1–4] as well as solid-
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Fig. 11.1 Principle and detection method of solid-state nanopore technology. A Schematic repre-
sentation of protein sensing using MoS2 nanopore. Two reservoirs filled with a KCl electrolyte are
separated by a SL-MoS2 membrane and connected via a single pore of nanometer size (see TEM
image as inset). Electrodes (in red) are immersed in the two compartments and a constant voltage
bias is applied across the membrane causing an ionic-current flow through the pore. B Ionic current
trace as a function of time during the passage of a protein through the pore. Usually, the ionic current
decreases and the features of the current drop, such as its amplitude �I , duration ≡ dwell time τD
and fluctuations, contain important information about the protein, including its size, charge, shape
or sequence, as represented with transparent color rectangles in the given trace

state nanopores (SSN) [5–8] were developed to sequence single DNA molecules.
Protein sequencing using nanopores is less advanced [9, 10] and is the focus of the
present chapter.

The general principle of electrical-based nanopore sequencing of a biopolymer
by a SSN is illustrated in Fig. 11.1. A 2-D material, MoS2 nanoporous membrane,
discussed further below, is shown (panel A). The charged biopolymer to be detected
and sequenced is driven by an electric field to a pore of dimension comparable
to its molecular dimensions (typical values are 1–3 nm) and is immersed in an
electrolyte (typicallyNaCl orKCl). The ionic current induced by the electric potential
difference applied to the membrane is measured with a high temporal resolution [11]
(up to 100 ns). Obstruction of the nanopore while the biopolymer is passing through
the channel decreases the ionic conductance of the device. Consequently, the ionic
current variations depend on the molecular fragment residing in the nanopore. The
read of the current drops (�I ) and their duration (τD) as a function of time provide
fingerprints of the individual fragments translocating through the nanopore (Fig. 11.1,
Panel B). At best, each monomer is expected to be revealed by a distinct fingerprint,
allowing the identification of the biopolymer primary structure.

Invention of the electrical-based nanopore sequencing in 1998 featured a method
for evaluating a polymer molecule which includes linearly (connected) sequential
monomer residues and envisioned protein sequencing [1]. The two main advantages
of the nanopore technology for protein sequencing compared to other technique of
protein identification such as mass spectroscopy for instance are: (i) its sensitivity, as
single-molecule can be detected and (ii) the possibility to develop a portable medical
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diagnostic device. Protein sequencing is essential for early disease diagnostic asDNA
sequencing of cells does not fully characterize human diseases [12]. A particular
application of protein sequencing is for example the identification of protein tumor
biomarkers, which can assist in determining the presence, absence or the evolution
of a cancer [13]. The protein ensemble is far more complex than the DNA ensemble.
The proteosome includes proteins with post-translational modifications [14], as for
example the phosphorylation which may alter the location, the function and even the
folded state of a protein [15]. In contrast to the negatively uniformly charged double
strands of nucleotides, which is the common shared structure of DNA molecules,
proteins occur in many different folded structures with various heterogeneous charge
states, and as already mentioned various post-translational modifications [14].

Identification of single amino acid connected to a charged tag was achieved using
biological (aerolysin) nanopore [16], paving the way to polypeptide sequencing.
Because biological nanopores are fragile, SSN for protein sequencing emerged as
an alternative promising material because of their mechanical stability, chemical
stability to extreme denaturant solvent conditions, their tunable physical properties
(opto-electronic, semiconducting, …), their ease to be chemically modified (func-
tionalization) and their possible integration in amulti-probe device adding plasmonic
or spectroscopic signals [8]. Moreover, SSN exhibit signal levels that are at least one
order of magnitude higher than biological pores due to the thinner extent of the
membrane. Common SSN materials are silicon nitride thin films (SiNx, thickness
h ≈ 10 nm) in which a pore of sub-nm diameter (up to a few nm) is drilled. Potential
identification of individual amino acids was reached by using a sub-nanometer SiNx

nanoporous membrane as SSN [17, 18]. Assuming that the ionic current fluctua-
tions are linearly related to the amino acid volumes obstructing the nanopore, the
ionic current signal of protein translocation could be decomposed in fingerprints of
quadromer by using machine learning algorithms [18].

As the ionic conductance of the nanopore is inversely proportional to its mem-
brane thickness [19], interest for DNA and protein sequencing using 2-D materials,
of sub-nm to a few nm effective thickness, such as graphene [5, 20], atomically thin
MoS2 layers [6, 7, 19, 21–26] or graphene-MoS2 heterostructures [27] is steadily
growing [28]. In addition to MoS2, other transition metal dichalcogenide (TMD)
membranes such as WS2 [29] are promising SSN, complementary to graphene,
because of their visible bandgap, the absence of strong surface hydrophobic inter-
actions with DNA bases and hydrophobic amino acids and their rich optoelectronic
properties [30, 31]. They also present a larger SNR than graphene (≈10 for MoS2
compared to ≈3 for graphene for a pore of similar dimension) [6]. DNA identifi-
cation using ionic current signal from MoS2 SSN [6, 7] and correlated ionic and
transverse electronic currents across the membrane [21] showed promising results,
which could extend in principle to protein sequencing. Finally, detection of protein
translocation through MoS2 nanopores was achieved recently [22]. The large pore
diameter (11nm) does not allow to sequence the protein but to detect translocation
events characterized by current drops up to 2.5 times larger than for the detection of
the same protein using thicker SiNx SSN of similar pore diameter [22]. In addition,
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ability to discriminate single amino acidwithMoS2 SSNwas simulated byMolecular
Dynamics [23–27].

In spite of recent progress, protein sequencing using nanopore technology remains
challenging [9, 10] and no systematic current method is able to visually differentiate
two polypeptides with different sequences at the single amino-acid level, although
the difference in unfolded states [32] or between homopolymeric peptides [33] can be
detected. Three challenges may be identified to achieve single amino-acid resolution
using 2-D TMD materials, which are particularly promising to sequence proteins
using SSN.

• The first challenge is threading the protein into the nanopore. It requires to unfold
its compact tertiary structure for example by chemical [17, 34] or thermal denatu-
ration [17, 35]. However, the unfolded state of a protein in solution remains com-
pact; if the unfolded chain of N residues is represented by a self-avoiding random
chain, its gyration radius can be approximated to Rg ≈ 0.059 × (N − 1)0.6 nm,
i.e. ≈14 nm for N = 100 amino acids. Therefore, the interaction of the unfolded
proteinwith the surface of the nanopore is an important parameter which facilitates
or slow down the protein diffusion towards the nanopore. Moreover, as the passage
of monomers across the membrane is driven by an electric field, an appropriate
control of the protein net charge using tags [12, 25] or chemical denaturant [17]
is also necessary.

• The second challenge is tomeasure the translocation events within the limited tem-
poral resolution of the ionic current recording experimentally, which is between
100 ns and 10–100 µs. Because of the small thickness of the nanoporous mem-
brane, the residence time of molecular fragments may be much shorter than the
bin of the ionic current time series. The geometrical parameters of the SSN and the
solvent properties can be modified in order to slow down the passage of monomers
across the membrane.

• The third challenge is to associate specific ionic current fingerprints from the mea-
sured current time series to each amino-acid sequence. In this context, time series
analysismethods are applied to extract relevant information about the peptide from
ionic current measurements.

These challenges are illustrated next fromMolecular Dynamics (MD) simulations
of peptide translocation through MoS2 nanopores. In fact, polypeptide sequencing
is the preliminary step to protein sequencing.

11.2 Methods

In this section, we briefly describe all-atom modeling of MoS2 nanopore device and
MD simulations of the translocation of biological peptides throughMoS2 nanopores.
In addition, an analyticalmodel of ionic conductance ofMoS2 nanopores is presented.
Finally, ionic current measurements and statistical distributions extracted from MD
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are shown. More theoretical and technical details can be found in the References [19,
25, 26].

11.2.1 Modeling of MoS2 Nanopore Device and Molecular
Dynamics

MoS2 nanopore device studied here is comprised of three distinct elements: a solid-
state nanoporousmembrane, a biological peptide, both immersed in aKCl electrolyte
(Fig. 11.2A). The membrane is of dimension≈10 × 10 nm2 and the pore of cylindri-
cal shape, which is drilled at the center of the membrane (ρpore = 0 and zpore = 0), is
defined by two geometrical parameters at the nanoscale: its diameter D and its thick-
ness h. In the present work, we consider three different nanoporous membranes:
a single-layer MoS2 (SL-MoS2, h = 0.3 nm) with pore diameter D = 2.0 nm, a
bilayer-MoS2 (BL-MoS2, h = 0.9 nm) with pore diameter D = 2.0 nm and a single-
layer MoS2 (SL-MoS2, h = 0.3 nm) with pore diameter D = 1.5 nm (Fig. 11.2B).
Moreover, translocation experiments through MoS2 nanopores for three different
peptide sequences are presented (Fig. 11.2C): a Lysine dipeptide of sequence KK,
a Met-Enkephalin pentapeptide of sequence YGGFM [36] with poly-Lysine tag of
different lengths and an α-Synuclein hexapeptide of sequence KTKEGV [37]. The
total charge of each peptide is +2, 0 and +1, respectively. Concentration of KCl
electrolyte is taken as 1 M. In total, the simulation box is comprised of ≈200, 000
atoms and is globally neutral.

All-atom Molecular Dynamics using Periodic Boundary Conditions (PBC) were
carried out using the LAMMPS software package [38]. In the present simulations,
we do not considerMoS2 to be rigid since the dynamics of the nanoporousmembrane
play a role in the diffusion of the biomolecule on the surface and in the threading
of the biomolecule through the pore [25]. Consequently, a Stillinger-Weber (SW)
potential is used [39] to simulate the dynamics of Mo-S bonded interactions. The
biological peptide is modeled using the Amber ff99SB-ILDN force-field [40]. The
water model used in the present work is the TIP3P model [41] and parameters for
K+ and Cl− ionic species were taken from reference [42]. Finally, non-bonded inter-
actions between each subsystem, i.e. MoS2 atoms, peptide atoms, water molecules
and ions are described using a Lennard-Jones (LJ) plus Coulomb potential. Orig-
inally, the biological peptide is placed above the nanoporous membrane at a nor-
mal distance z = 2.0 nm (the membrane is placed at z = 0 in the simulation box).
By doing that, we avoid biased threading when the peptide is originally placed
into the pore. Peptide translocation during MD production runs was enforced by
imposing a uniform electric field, directed normal to the nanoporous membrane, to
all atomic partial charges in the simulation box. The corresponding applied volt-
age simulated is V = −ELz, where Lz is the length of the simulation box in the
z-direction (Lz ≈ 20 nm), with V = 1 V for all MD runs presented hereafter. Before
running MD production runs, energy minimization followed by a two-stage equili-



348 A. Nicolaï and P. Senet

Fig. 11.2 Atomic representation of MoS2 nanopore device introduced in the present chapter. A
Simulation box of dimension ≈10 × 10 × 20 nm3. MoS2 membrane is shown in yellow, the pore
being represented by a gray cylinder, the biological peptide is shown in orange and the the electrolyte
is shown with transparent balls and sticks. The direction of the applied electric field E is also given.
B Geometrical characteristics of MoS2 nanoporous membranes described in the present chapter:
SL- and BL-MoS2 (top panels) of thickness h = 0.3 and h = 0.9 nm, respectively. Pore diameters
D = 1.5 nmand D = 2.0 nm (bottompanels). The color code is the same as in panelA.CSequences
and atomic representations of biological peptides studied in the present chapter. Lysine residues
(K) are shown in red, Glycine (G) in white, Tyrosine (Y) in green, Phenylalanine (F) in purple,
Methionine (M) in yellow, Threonine (T) in mauve and Glutamic acid (E) in pink. Capping groups
(ACE and NME) are shown in gray

bration without any applied electric field, first in NVT for 50 ps (T = 300 K) and
second in NPT for 100 ps (T = 300 K and P = 1 bar), were performed. During equi-
libration process, the peptide is maintained at its original position using restraints.
Finally, several independent MD production runs using different initial conditions
were carried out for each peptide. The duration goes from 50 ns for the shortest
peptide (KK) to 500 ns for the longer ones (YGGFM and KTKEGV), with atom
coordinates saved every 1 ps.
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11.2.2 Ionic Conductance of MoS2 Nanopores

Physically, nanoporous membranes used as single-molecule sensors are charac-
terized by their ionic conductance. Ionic conductance is an intrinsic property of
the nanopore and can be estimated from the knowledge of its geometrical dimen-
sions [43]. The continuum model used to predict the ionic conductance G0 of a
channel of effective diameter D∗ and thickness h∗ is given by:

G0 = σbulk

(
4h∗ + πD∗

πD∗2

)−1

, (11.1)

where σbulk is the ionic conductivity of the electrolyte (in Sm−1). Effective pore
diameter D∗ and membrane thickness h∗ correspond to the effective dimensions of
the ionic conducting cylindrical channel of the nanoporous membrane experienced
by solvent molecules and were extracted from the probability distributions of solvent
molecules inside the pore [44]. Effective pore diameter is given by D∗ = D − 0.3 nm
and effective thickness for SL-MoS2 is h∗ = 0.96 nm (h∗ = 1.44 nm for BL-MoS2).

However, such an analytical model cannot be applied at the nanoscale since ions
are confined in volumes whose dimensions are of similar sizes to that of the ionic
radii. Therefore, ion concentration, mobilities and hydration are very different than
their bulk counterparts. Therefore, ionic conductivity of the electrolyte in nanopores,
i.e. σpore, is expected to deviate drastically from its bulk value, i.e. σbulk, and the
ionic conductance of nanopores predicted by Eq.11.1 is likely to be inaccurate.
Thanks to all-atom MD simulations for SL-MoS2 membranes with sub-5nm pores,
we derived a correction of the original model of the electrolyte conductivity at room
temperature, as a function of the pore effective diameter D∗. As shown in Fig. 11.3A,
the ion conductivity inside the pore deviates significantly from the bulk electrolyte
conductivity for the range of diameters studied here (1–3 nm), which corresponds to
those used for biomolecule sensing. For instance, the deviation is around 50% for a
nanopore of diameter D∗ = 1.5 nm.

The corrected continuum model of ionic conductance G̃0 is given by Eq.11.2. It
has been demonstrated that the model is in very good agreement with ionic conduc-
tance of MoS2 nanopores measured experimentally [19] (Fig. 11.3B).

G̃0 = σbulk

[
1

2

∑
i

exp

( −4ϕi

πD∗2

)
D∗

δi + εi D∗

] (
4h∗ + πD∗

πD∗2

)−1

(11.2)

where the index i represents the ionic species. In addition, ϕ, δ and ε are constant
values associated to concentrations (ϕ in nm2) and mobilities of ions (δ in nm and
ε dimensionless). These constant values are available for K+ and Cl− ions in ref-
erence [19]. Finally, this model can be used by experimentalists to extract dimen-
sions of a nanopore from conductance measurements and vice-versa, as done very
recently for 0-D Angstrom-size defect MoS2 nanopores [45, 46]. With the abacus
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Fig. 11.3 Ionic conductance of MoS2 nanopores and ionic current measurements extracted from
MD translocation experiments. A Abacus graph of the correction to apply to the conductance
model [in %] as a function of effective diameter D∗ of the nanopore [in nm]. B Ionic conductance
G̃0 [in nS] of MoS2 nanopores as a function of effective pore diameter D∗ [in nm]. Circles and
triangles represent conductance extracted from MD and experimental data, respectively. C Ionic
current measurements Ic [in nA] as a function of time [in ns] extracted fromMD simulations of the
translocation ofKTKEGVpeptide through SL-MoS2 nanopores of diameter D = 1.5 nm.Black and
red lines represents raw and filtered data, respectively. D Probability distributions of ionic current
P(Ic) extracted from MD simulations in the open pore scenario (blue) and during translocation of
KTKEGV peptide (black and red). Black and red curves correspond to ionic current time series
shown in panel C (raw and filtered data, respectively)

graph presented in Fig. 11.3A, the correction to apply to experimental conductance
measurements can be easily extracted and use.

11.2.3 Ionic Current Measurements from Translocation
Experiments

During nanopore translocation experiments, charged biomolecules immersed in an
electrolyte are driven by a transverse applied voltage V through MoS2 nanopore. In
the meantime, the ionic current Ic(t) = V × G(t) is monitored, in order to detect the
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passage of biomolecule at sub-microsecond temporal resolution [11] (up to 100 ns
from experiments and up to 1 ns from simulations). From MD trajectories, the ionic
current Ic(t) is computed as follows:

Ic(t) = 1

�t Lz

N∑
i=1

qi [zi(t + �t) − zi(t)] , (11.3)

where �t is the time between MD snapshots chosen for the calculations (1 ns), Lz

is the dimension of the simulation box in the z-direction, which is the direction of
the applied electric field, N is the total number of ions, qi is the charge of the ion i
and zi(t) is the z-coordinate of the ion i at time t .

Figure11.3C shows ionic current time series recorded during the translocation of
KTKEGV peptide through SL-MoS2 nanopore (D = 1.5 nm). First, fluctuations of

the signal IRMS
c are very large and noisy, the corresponding probability distribution

P(Ic) being very broad and unimodal (black line, Fig. 11.3D). It means that drops
of current associated with the passage of biomolecule through the pore would not
be distinguishable in the raw signal. From this observation, we decided to filter the
data extracted from MD in order to remove high frequency fluctuations (low-pass
filter). To do so, we computed the filtered signal as the movingmean of the raw signal
over T = 10, 000 samples. As shown in Fig. 11.3D (red line), current drops visually
appear in the filtered signal, which is confirmed by the bimodal characteristics of the
probability distribution. The maximum peak of P(Ic) is centered around the mean
value of open pore current I 0 = 3.1 nA, with the same width as the one computed
from the open pore current simulation (blue line, Fig. 11.3D). This clearly demon-
strates that this part of the translocation signal is associated to an open pore situation.
In addition, the second peak of the distribution, which is centered around 2.1 nA,
corresponds to a drop associated with the passage of the biomolecule through the
nanopore. Finally, the signal-to-noise ratio (SNR) calculated from MD simulations
is around 5.0 with Ic

RMS = 0.2 nA and �Ic = 1.0 nA. This value is very close to the
experimental SNR of SL-MoS2 nanopore of comparable dimension (D = 1.4 nm,
V = 300 mV, I 0 = 2.6 nA, IcRMS = 0.1 nA and �Ic = 0.5 nA) [47].

In the following sections, ionic current traces fromMD translocation experiments
through different membranes and for different sequences of biological peptide are
presented, in order to highlight the three main challenges in protein sensing using
2-D MoS2 nanopores described in the Introduction Section.

11.3 Threading of Proteins Through MoS2 Nanopores
(Challenge One)

In contrast to DNA strandswhich are highly negatively charged biomolecules, i.e. the
total charge being proportional to the number of nucleotides, proteins can be globally
neutral, independently of its number of residues, sequence or size. Therefore, driving
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such biomolecules into the nanopore for sequencing applications requires a different
strategy than just applying an electric field as driving force. Indeed, a compromise
has to be made between facilitating the threading of the protein through the pore
and controlling the translocation speed of the biomolecule, which should allow the
detection of discernible current drops associated to its passage.

SSNwith very high peptide translocation speedmay limit their usability as protein
sequencing device, which is the application of interest in our research group. The
threading of biomolecule through the pore and the translocation speed of SSN can be
tuned by adjusting different parameters in experiments such as solvent properties [7,
48, 49] (ionic species, concentration, temperature, viscosity, etc.); tuning materials
size and shape [50] or by mixing different types of materials using heterostruc-
tures [27]. More drastically, the physical technique used to drive the biomolecule
through the pore can also be modified, such as the use of a water-flow in addition
to the presence of an applied voltage to drag proteins through the pore [24]. But the
fragility of the membrane under such a large hydrostatic pressure gradient may be
problematic.

Compared to all the techniques mentioned above, our approach focus on modify-
ing the properties of the peptide instead ofmodifying the properties of themembrane.
Technically, this alternative consists in the use of tags made of positively charged
amino acids such as Lysine to functionalize the termination of proteins in order to
promote their entrance into the nanopore. In biochemistry, polyionic tags such as
short Lysine tags are used as enhancers of protein solubility in recombinant protein
production. Due to their small size and their repetitive amino-acid content, they do
not necessarily have an ordered three-dimensional conformation.As a result, they can
exert their solubility-enhancing without interfering with the structure of the protein
of interest or compromising its activity [51].

To explore the feasibility of using poly-Lysine tags to thread and fully translocate
proteins through MoS2 nanopores, we performed MD simulations of the translo-
cation of Met-Enkephalin protein of sequence YGGFM, which is a neutral pen-
tapeptide, through SL-MoS2 (D = 2.0 nm). Tags made of Lysine residues, from
0 to 5 amino-acid length, were attached to the C-terminal part of Met-Enkephalin
(Fig. 11.2C). Figure11.4 shows results extracted fromMDtranslocation experiments.
First, from time series z(t), which correspond to the z-coordinate of the center of
mass of YGGFM peptide, we estimate the effective free-energy profile for the pep-
tide to pass through the nanoporous membrane, i.e. F(z) = −kT log[P(z)/PMAX],
where P(z) is the probability distribution of time series z(t). Figure11.4A shows
free-energy profile F(z) for YGGFMKKK peptide (3K). In this profile, three wells
are identified and correspond to: 1© the peptide diffusing in bulk solvent above
the membrane, 2© the peptide diffusing at the top surface of the membrane and
3© the peptide diffusing at the bottom surface of the membrane after a complete
translocation through the nanopore. From this profile, two free-energy barriers �F
are estimated, i.e.�F1→2 = 3.3 kT, which corresponds to free-energy barrier for the
peptide to adsorb into the MoS2 surface and �F2→3 = 2.4 kT, which corresponds
to the free-energy barrier for the peptide to go through the MoS2 nanopore. Basi-
cally, free-energy barrier �F1→2 corresponds to the relaxation of the peptide at the
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beginning of the MD production run. The relaxation is due to the fact that the pep-
tide “feels” the electric field for the first time, since there is no electric field applied
during the equilibration process. Moreover, the position of the peptide is restrained
during equilibration, in order to preserve the position of the peptide in bulk solvent
above the membrane. Therefore, new initial random velocities plus the presence of
the electric field involve a relaxation period that varies from a few nanoseconds for
shorter peptides to a few tens of nanoseconds for longer ones.

The same type of profile with the same three wells is observed for YGGFMKK
(2K), YGGFMKKKK (4K) and YGGFMKKKKK (5K), as shown in Fig. 11.4B.
In addition, similar free-energy barriers 1©→ 2© are estimated from each profile
(�F1→2 ≈ 3.0 kT, Fig. 11.4C). However, for YGGFM (0K) and YGGFMK (1K),
only wells 1 and 2 are detected. In fact, there is no translocation of the peptide
through MoS2 nanopores for these two peptides with 0K or 1K tag. Therefore, free-
energy barriers �F2→3 are infinite within the time-scale of our simulations for these
two cases (gray rectangles in Fig. 11.4B). It is no surprising that without tag, since
YGGFM is a neutral peptide and all its residues are neutral, the passage of the peptide
through the pore is not observed since the applied electric field has no real impact
into the peptide transverse displacement. For YGGFMK (1K), the total charge of the
peptide is +1 and it appears that, for the given duration of MD runs performed here
(250 ns), it is not sufficient to thread the peptide into the pore. However, we compare
free-energy barriers �F2→3 between the four other tags 2K, 3K, 4K and 5K that
lead to translocation events. As shown in Fig. 11.4C, the corresponding free-energy
barrier decreases for 3K tag (�F3K

2→3 = 2.4 kT) compare to 2K (�F2K
2→3 = 3.6 kT),

4K (�F4K
2→3 = 4.2 kT) and 5K tag (�F5K

2→3 = 6.4 kT). At first, it is quite a surprising
results owing to the fact adding more Lysine to the tag increases gradually the total
charge of the peptide and so does the electric force qE acting on each amino acid.
Despite that, free-energy barrier�F2→3 keeps increasing for 4K and 5K tag. It comes
from the fact that the peptide becomes longer and bigger and consequently, it costs
more free-energy to pass through the pore.

To quantify this behavior, we computed the radius of gyration Rg of the pep-
tide duringMD simulations. Figure11.4D represents probability distributions P(Rg)

computed from Rg time series for each of the six YGGFM peptides, from 0K to 5K
tag. As expected, addingmore andmore Lysine increases the size of the peptide, from
Rg = 0.5 nm (YGGFM and YGGFMK) to Rg = 0.9 nm (YGGFMKKKKK). More-
over, from the distributions P(Rg), we now understand why 3K tag behaves differ-
ently than the others. It is due to the fact that P(Rg) is characterized by two peaks, one
centered around Rg = 0.55 nm and the second one centered around Rg = 0.75 nm.
Therefore, before entering the pore, YGGFMKKK peptide (3K) has a relatively
small size compare to YGGFMKKKK (4K) and YGGFMKKKKK (5K). Finally,
we also computed ionic current drops �Ic related to the passage of Met-Enkephalin
peptides through MoS2 nanopores. The largest drop is observed for YGGFMKKK
(3K), with �Ic = 1.6 nA. The fluctuations of the ionic current IcRMS being similar
for all Met-Enkephalin peptides, YGGFMKKK (3K) is characterized by the largest
SNR experiment. Finally, by looking at probability distributions P(Ic) (Fig. 11.4D),
the two peaks of the distribution corresponding to the open pore and blocked pore
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Fig. 11.4 Translocation of Met-Enkephalin through MoS2 nanopores. A Effective free-energy
profile F [in kT unit] as a function of z-coordinate [in nm] of the center of mass of the peptide
computed from MD simulations of the translocation of YGGFMKKK peptide through SL-MoS2
(D = 2.0 nm). Free-energy barriers are indicated with red labels. Well number 1 corresponds to the
peptide diffusing in bulk solvent (z > 2.0 nm), well number 2 corresponds to the peptide attached
to the top surface (z > 0 nm) and well number 3 corresponds to the peptide attached to the bottom
surface (z < 0 nm). B Effective free-energy profiles F [in kT unit] as a function of z-coordinate [in
nm] of the center of mass of the peptide computed from the translocation of YGGFM (0K, blue),
YGGFMK (1K, lightblue), YGGFMKK (2K, cyan), YGGFMKKK (3K, green), YGGFMKKKK
(4K, yellow) AND YGGFMKKKKK (5K, orange) peptide through SL-MoS2 (D = 2.0 nm). Data
have been shifted by 10.0 kT along the Y-axis for more clarity. C Effective free-energy barriers
�F as a function of the length of Lysine tag attached to YGGFM (left panel, �F1→2 is shown
with transparent bar on the right and �F2→3 is shown with plain bar on the left of the histogram)
and probability distributions P of radius of gyration Rg (right panel). The color code is the same
as in panel B. Data have been shifted by 2.0 along the Y-axis for more clarity. D Ionic current
drops �Ic as a function of the length of Lysine tag attached to YGGFM (left panel) and probability
distributions P of ionic current Ic (right panel). The color code is the same as in panel B. Data have
been shifted by 1.0 along the Y-axis for more clarity

situation are well separated compared to other tags, which is crucial to sense single-
biomolecule using nanopores.

Overall, we can conclude that free-energy landscape analysis reveals that a com-
petition exists between the total charge of the peptide, which depends on the length
of the poly-Lysine tag added to Met-Enkephalin protein, and the influence of the
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tag into the size and shape of the peptide in comparison with the dimension of the
nanopore (D = 2.0 nm). Consequently, numerical testing can inform to determine
the ideal length of the K tag to add to the peptide of interest. Moreover, one has to be
careful that the addition of Lysine residues as tag to increase the total charge of the
peptidemust not decrease too drastically the SNRof the nanopore sensor. It is usually
the case when the translocation happens too fast if the charge of the peptide increased
synthetically becomes too large. In the case of a very fast translocation experiment,
one approach used to to slow down the passage of charged peptides through MoS2
nanopores consists to modify the pore dimensions D and h but, once again, SNR
of the device must remain high, as well as its spatial and temporal resolution. This
approach is fully discussed in the next section.

11.4 Slowing down Protein Translocation by Tuning Pore
Dimensions (Challenge Two)

Here, we focus our interest to the modification of MoS2 pore dimensions and
its impact into ionic current traces recorded during MD simulations. To do so, a
Lysine dipeptide (KK, Fig. 11.2C) is translocated through three different nanoporous
membranes (Fig. 11.2B): (i) a SL-MoS2 nanopore (h = 0.3) nm with a diameter
D = 2.0 nm, which is considered here as the reference signal, (ii) a SL-MoS2
nanopore (h = 0.3) nm with a diameter D = 1.5 nm and (iii) a BL-MoS2 nanopore
(h = 0.9) nm with a diameter D = 2.0 nm. From the reference ionic current signal
Ic(t), we quantify the differences observed in ionic current distributions P(Ic) by
first, reducing the diameter D of the pore and second, by increasing the thickness
h of the membrane. The full description of MD runs presented here is available in
reference [25].

The translocation of Lysine dipepetide through SL-MoS2 of diameter D = 2.0 nm
is characterized by a two-step process (Fig. 11.5A, top panel): the first Lysine amino
acid (K1) enters the pore at t ≈ 34 ns and is sensed for ≈1 ns and then, the
second Lysine amino acid (K2) threads into the nanopore and the whole peptide
leaves the ionic channel as one entity after τD ≈ 1 ns of dwell time. During this
two-step sequence of event, the local ionic current drop detected is negligible with
fluctuations of current being very large, which makes the drop visually indiscernible
(Fig. 11.5A, top panel). From probability distributions P(Ic) shown in Fig. 11.5B
when the peptide is IN (red area) or OUT (blue area), we estimate the ionic current
drop for this computer experiment to be �Ic = 1.3 nA. Moreover, by looking at the
whole distributions P(Ic), we remark that there is a complete overlap between the
values of ionic current recorded for both situations, IN and OUT. Finally, the distri-
bution when the peptide is OUT is very wide (standard deviation σOUT = 2.1 nA),
with values ranging from 4.0 to 10.0 nA. It means that without any information about
the position of the peptide as it is the case in nanopore sensing MD experiments, we
would not be able to detect the passage of a Lysine dipeptide through the pore and
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Fig. 11.5 Ionic current traces and probability distributions of ionic current recorded during the
translocation of Lysine dipeptide through MoS2 nanopores for different pore dimensions. A Ionic
current Ic [in nA] (top panel) and number of atoms for each residue inside the pore Natom (bottom
panel) as a function of time [in ns]. Values of current which correspond to the presence (IN) or
absence (OUT) of the peptide in the pore are indicated in red and blue, respectively. B Probabil-
ity distributions P(Ic) computed from Ic time series. The color code is the same as in panel A.
Characteristics of Gaussian distributions, i.e. mean μ and standard deviation σ are indicated

more importantly we would not be able to statistically differentiate both amino acids
K1 and K2. Therefore, reducing the translocation speed in order to get discernible
ionic current drops out of the fluctuations of the time series is essential for the design
of a nanopore sequencing device. Nevertheless, the fact that a two-step process, i.e.
one residue translocating at a time is observed is an important preliminary result.
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First, the diameter of SL-MoS2 nanopore was reduced from D = 2.0 to D =
1.5 nm. This decrease of diameter leads to a pore conductance reduction from G̃0 ≈ 8
to 4 nS, according to our model (Fig. 11.3B). As observed for SL-MoS2 nanopore
of diameter D = 2.0 nm, the translocation follows a two-step process, although an
attempt of translocation of the peptide as a whole is observed at the beginning of
the translocation process (Fig. 11.5A, middle panel). The N-terminal Lysine (K1)
enters the pore first and after ≈3 ns, the C-terminal Lysine (K2) threads into the
pore and the full translocation occurs. The dwell time τD is around 3 ns, which
is three times longer than the one detected for the larger pore. From probability
distributions of ionic current P(Ic) (Fig. 11.5B, middle panel), we estimate the ionic
current drop to be �Ic = 1.2 nA, which is similar to the previous one detected for
a larger pore. In addition, reducing diameter D of the nanopore involves smaller
fluctuations of the ionic current in an open pore configuration, with σOUT = 1.1 nA.
It means that SNR would be larger and the detection of the peptide translocation
through the pore should be visually more clear, even though a second peak in the
distribution when the peptide is IN is observed around 3.6 nA (corresponding to
values of current for an open pore situation). Finally, as it is the case for diameter
D = 2.0 nm, distinguishing each Lysine residue separately from ionic current traces
recorded during MD translocation experiments remains unachievable.

Last but not least, the thickness of the MoS2 membrane h was increased from
single-layer (h = 0.3 nm) to bilayer (h = 0.9 nm), with a pore diameter of D =
2.0 nm. Compared to the decrease of the pore diameter, the conductance of the
nanopore only drops from G̃0 ≈ 8.0 to 6.0 nS, according to our model (Fig. 11.3B).
The expected maximum conductance drop is then larger by increasing the thickness
h than reducing the diameter D of the nanoporous membrane. Therefore, a larger
SNR is expected (at constant IcRMS), leading to a good compromise in terms of sensor
resolution. Figure11.5A (bottom panel) shows ionic current trace recorded during
the translocation of Lysine dipepetide through BL-MoS2. As already observed for
SL-MoS2 membranes, the translocation process can de described by two steps: theN-
terminal Lysine (K1) threading first into the pore followed by the C-terminal Lysine
(K2), ≈15 ns later. In total, the dwell time τD ≈ 18 ns, reducing significantly the
translocation speed compared to SL-MoS2. Furthermore, ionic current trace recorded
during the passage of Lysine dipeptide through the pore shows two distinct and dis-
cernible drops: the first one when K1 enters the pore at t ≈ 50 ns and a second
drop of the same magnitude when K2 threads into the pore at t ≈ 65 ns. The corre-
sponding current drop is �Ic = 1.2 nA, estimated from probability distributions of
ionic current shown in Fig. 11.5B (bottom panel). It corresponds to the same order
of magnitude as the ones for the two other membranes (with similar fluctuations as
SL-MoS2 with D = 1.5 nm) but this time, two ionic current fingerprints of the signal
are clearly and visually observed for the first time from MD.

This result is crucial for the design of protein sequencing devices. Indeed, for
several years, experimentalists have been trying to reduce the thickness of the
membrane, particularly using 2-D materials in order to get larger SNR and bet-
ter spatial resolution. Here, we show that considering bilayer 2-D transition metal
dichalcogenides materials instead of single-layer may lead to drops of ionic current
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directly related to the passage of individual amino acids through the nanopore. Con-
sequences of improving the time resolution of the sensor by increasing the thickness
of the nanoporous membrane is that the spatial resolution is downgraded. Therefore,
visually reading the primary structure of proteins from ionic current measurements
remains very challenging and time series algorithm are sometimes inevitable. This
challenge is presented in the next section.

11.5 Identifying Protein Sequence Motifs from Ionic
Current Measurements (Challenge Three)

The variability in ionic current traces associated with peptide translocation, as shown
particularly in the previous section, requires a deep understanding and learning of
the data. This can be done by applying time series analysis tools to ionic current
measurements recorded during translocation experiments. Over the past few years,
sophisticated algorithms have been developed to detect and statistically characterize
ionic current drops and dwell time of biomolecule translocation through nanopore
from experimental measurements [52, 53]. Indeed, it is necessary to establish the
non-linear relationship that exists between the presence of amino acids of the peptide
inside the nanopore and the ionic current variations measured. This can only be done
if the position of the peptide is known at every single time step of the translocation
experiment, which is what Molecular Dynamics is all about.

In order to understand the variability of peptide translocation fingerprints, a mean-
ingful and reliable physical parameter is required to characterize the complexity of
ionic current time series measured during nanopore sensing of proteins. In physics,
the complexity of a time series is associated with the disorder degree, i.e. randomness
and unpredictability. In this context, entropy is one of themost powerful metrics [54].
Specifically, Permutation Entropy (PE), which combined the concept of entropy and
temporal order in a time series, measures information based on the occurrence or the
absence of certain permutation patterns of the ranks of values in a time series [55]. In
addition, PE can be calculated for arbitrary real-world time series [56], the method
being extremely fast and robust. Here, we applied PE algorithm to ionic current time
series recorded during the translocation of KTKEGV peptide through SL-MoS2 of
diameter D = 1.5 nm, the time series being shown in Fig. 11.3C (red line).

In nanopore experiments, single-molecule sensing events are extracted from ionic
current time series using a current threshold value Icthr. A drop of ionic current �Ic
is considered as a sensing event if values of current Ic(t) measured during a certain
amount of time, i.e. dwell time τD , are below the threshold. In order to mimic as
close as possible the experimental investigation of sensing events from nanopore
measurements, we first perform a blind detection of sensing events based on a current
threshold, as in experiments. The current threshold was defined from the probability
distribution of open pore ionic current as Icthr = 5σI0 , which corresponds to five
times the standard deviation of the open pore ionic current I0 probability distribution
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shown in Fig. 11.3D (blue line). In several experimental works, the current threshold
used is 3σI0 . However, in the case of MoS2 nanopores, we demonstrated that a 3σI0
current threshold is not sufficient [26]. With the 5σI0 threshold, a total of 49 sensing
events are detected (Fig. 11.6A), representing cumulatively around 20% of the total
2.5µs ionic current time series. As observed experimentally and detailed recently for
DNA in reference [57], there is a large variability of current versus time traces within
sensing events. For instance, some events maintain fairly constant current drop and
others show switching levels and bumps.

Therefore, it is impossible to visually associate each level of ionic current to the
passage of specific amino acids through the nanopore. Nevertheless, information
about the biomolecule may be hidden in the ionic current time series and the ques-
tion is where is this information localized. In other words, which levels and bumps
of current and its variations are relevant for protein sequencing and how much infor-
mation do they contain. To answer these questions, we quantify the complexity of
the ionic current traces extracted from MD using PE algorithm. PE measures the
disorder of n successive values in a given time series by using the probability of
different permutation patterns for a given time window of length T within the time
series. Technically, PE is computed as:

PE = − 1

log2(n!)
n!∑
j=1

p j log2(p j ), (11.4)

where p j represents the relative frequencies of the possible permutation patterns
(n!). More details about PE algorithm can be found in references [55, 56].

PE algorithm was applied to each ionic current trace shown in Fig. 11.6A with
n = 3 and T = 1,000 samples, then sliding the time window by 500 samples [26].
Figure11.6B shows PE as a function of time window for a specific sensing event
(index 41, Fig. 11.6A), with a maximum current drop�Ic = 0.34 nA and dwell time
τD = 19.5 ns. The corresponding ionic current trace is presented in Fig. 11.6B and
is overall characterized by three different levels of ionic current, i.e. �Ic ≈ 0.05 nA
for τ ∈ [0; 3] ns and τ ∈ [15; 19] ns,�Ic ≈ 0.25 nA for τ ∈ [6.5; 8.5] ns and�Ic ≈
0.30 nA for τ ∈ [10; 13] ns. Moreover, several bumps are observed within levels of
ionic current. Applying PE reveals four time windows for which PE is almost null,
corresponding to regular linear drops of ionic current between each level and named
hereafter sub-events [26].

Each sub-event is then depicted by the absolute value of its slope, i.e.�(�Ic)/�τ ,
which corresponds to an ionic current drop speed. This new parameter named v�Ic is
defined here to characterize ionic current traces variability from protein translocation
experiments. Furthermore, each ionic current drop speed detected using PE algorithm
can be associated to protein sequence motifs. Namely, an ionic current drop speed
v�Ic is associated to a protein sequence motif comprised of N amino acids if the
N amino acids are inside the pore at the same time during its detection. Several
examples about the detection of protein sequence motifs are described in details in
Reference [26]. For the specific event shown in Fig. 11.6B, two distinct motifs are
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Fig. 11.6 Ionic current traces variability observed during the translocation of KTKEGV peptide
through SL-MoS2 nanopores (D = 1.5 nm).A Signatures of ionic current drop�Ic as a function of
time τ for the 49 sensing events extracted fromMD translocation experiments shown in Fig. 11.3C.
B Permutation Entropy as a function of time [in ns] (top panel) for a specific sensing event (index
41, panel A) of 19.5 ns duration. Ionic current drop as a function of time [in ns] (bottom panel)
is also shown. Blue lines correspond to parts of the signal for which PE <0.11, named hereafter
sub-events. C Average current drop �I c [in nA] (top panel) and average ionic current drop speed
v�Ic [in nA/ns] (bottom panel) per protein sequence motif

associated to ionic current drop speed, i.e. T2K3 and E4G5. Finally, we performed
the same PE analysis for each of the 49 events shown in Fig. 11.6A. In total, eleven
motifs are associated to ionic current drop speed v�Ic , the four most probable ones
being: E4G5 (≈40%), E4 (≈28%), T2K3 (≈12%) and E4G5V6 (≈10%).

Lastly, we evaluate the impact of biological mutations onto ionic current traces
and their characteristics v�Ic described above for the translocation of KTKEGV pep-
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tide through SL-MoS2 nanopores. The mutation selected here is replacing Valine V6
(hydrophobic neutral amino acid) by anArginine R6 (positively charged amino acid).
Consequently, the total charge of the peptide is modified from +1 to +2. Using the
same procedure to detect sensing events, 26 eventswere detected, representing cumu-
latively 10% of the total ionic current time series. In addition, 11 protein sequence
motifs were associated to ionic current traces of the mutant peptide KTKEGR. The
four most probable motifs are given in Fig. 11.6C and were compared to the ones
extracted from KTKEGV peptide. Among these four motifs, three are similar for
both peptides: E4G5, E4, and T2K3. Moreover, these three motifs are characterized
by similar average ionic current drop speed v�Ic , which is a very important result for
sequencing application. Indeed, from independent MD simulations, we demonstrate
for the first time to the best of our knowledge that protein sequence motifs involve
similar ionic current related parameters. A difference of maximum 4% is observed
for v�Ic for identical motifs. For information, the comparison of average ionic current
drop �I c, usually use to try to sequence biomolecule using SSN shows up to 51%
difference for identical motifs, which is definitely not suitable for protein sequenc-
ing application. This result confirms that the application of PE algorithm to extract
relevant characteristics of protein sequence motifs from the ionic current traces is
appropriate and consistent.

11.6 Concluding Remarks

Identification of proteins by solid-state nanopores sequencing is very challenging.
Most probably, it will require to cut into polypeptides pieces [58]. Understanding and
control polypeptides sequencing using SSN is thus a prerequisite. Heterogeneity of
amino-acid properties and of nanoporous membranes at the atomic scale, as well as
the complicated conformational dynamics of a polypeptide chain, render difficult the
prediction and the interpretation of translocation events. Experimentally, a detailed
information at the atomic scale, as accessible for protein in their native state by NMR
or XRD is not available. Therefore, MD simulations of protein sequencing using
SSN may play a role in contributing to a better understanding of the complexity of
translocation of polypeptides.

In the present chapter, all-atomMDsimulations of translocationofmodel polypep-
tides through promising MoS2 nanopores were analyzed. From them, several useful
information were extracted:

1. “A larger net peptide charge is not necessarily better”. A compromise must be
found in the number of charged residues (Lysine or Arginine) added to improve
the threading of the peptide through the nanopore. Increasing the length of the
tag may increase the free-energy barrier to cross the membrane. Further studies
are needed to quantify the relative contributions of entropy and enthalpy to the
crossing barrier.
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2. “A thinner membrane is not necessarily the best”. Indeed, increasing the thickness
decreases SNR of the nanopore sensor but also slows down the passage of the
peptide to the other side of the membrane. As shown here, a comprise must be
found between these two effects. For MoS2 nanopores, a double-layer appears to
be a working concept.

3. “Current drops are maybe not the best fingerprints”. In fact, larger variations of
current drops are observed in simulations for the translocation of the same protein
sequence motif, whereas the current drop slope is much more discriminant.

Moreover, what MD can provide next? As demonstrated for DNA and poly-
Lysine peptides [21], the combination of several signals characterizing the biopoly-
mer translocation would improve the accuracy of biomolecule sequence reads. We
envision that Extraordinary Acoustic Raman (EAR) spectroscopy [59], which char-
acterize the acoustical modes of proteins (<100 GHz), might be integrated in prin-
ciple to a SSN device. MD would be essential to interpret such possible 2-D signal
(ionic current/spectroscopic data) as predictions of protein acoustical modes require
all-atom description of their vibrational spectra [60, 61].

From a fundamental point of view, realistic simulations of polypeptide transloca-
tions including protein diffusion, state-of-the art atomic potentials and simulation of
the current fluctuations, can contribute to decipher the nonlinear relations between
the ionic current time series and its meaning, i.e. its information content. As shown
here, application of time series analysis, as high frequency filtering and permutation
entropy, better reveal information embedded in the noisy signal. Certainly, super-
vised machine learning techniques, already used in this context [18], may assist in
the identification of motifs and ultimately in sequences of polypeptides.

What machine learning techniques coupled to MD could bring in the future is the
relation between the polypeptide structures and the current measured. Indeed, every
value in the time series corresponds to an ensemble of polypeptide configurations
known by MD but invisible to experiments. Applying deep learning techniques to
establish links between current and structures might be one of the next challenges.
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Drndić. Single-Stranded DNA Translocation Recordings through Solid-State Nanopores on
Glass Chips at 10 MHz Measurement Bandwidth. ACS Nano, 13(9):10545–10554, September
2019.



366 A. Nicolaï and P. Senet

58. G. Sampath. Amino acid discrimination in a nanopore and the feasibility of sequencing peptides
with a tandem cell and exopeptidase. RSC Adv., 5(39):30694–30700, March 2015.

59. Skyler Wheaton, Ryan M. Gelfand, and Reuven Gordon. Probing the Raman-active acoustic
vibrations of nanoparticles with extraordinary spectral resolution. Nature Photonics, 9(1):68–
72, January 2015.

60. Adrien Nicolaï, Patrice Delarue, and Patrick Senet. Theoretical Insights into Sub-Terahertz
Acoustic Vibrations of Proteins Measured in Single-Molecule Experiments. J. Phys. Chem.
Lett., 7(24):5128–5136, December 2016.

61. Adrien Nicolaï, Fatima Barakat, Patrice Delarue, and Patrick Senet. Fingerprints of Confor-
mational States of Human Hsp70 at Sub-THz Frequencies. ACS Omega, 1(6):1067–1074,
December 2016.



Chapter 12
Single-Molecule Ionic and Optical
Sensing with Nanoapertures

Wayne Yang and Cees Dekker

Abstract Solid-state nanoapertures (nanometer sized holes within a membrane)
allow for the interrogation of singlemolecules by probing themwithin their nanoscale
volume through which molecules pass in a single-file manner. Molecules are probed
using two main techniques: ionic sensing where a salt solution and applied voltage is
used to produce an ionic current through the nanopore, and optical sensing through
a shift in the resonance wavelength of the plasmonic nanoaperture. Here, we briefly
review the basic principles, applications, and challenges in sensing with solid-state
nanoapertures, as well as some strategies for further improvements. We compare
the complimentary features of the two approaches and highlight recent attempts to
combine them into new sensing platforms.

12.1 Introduction

All biosensors can be categorized by the size of their sensing region which is impor-
tant for their detection sensitivity. By constraining a sensor to a small enough volume
and by tuning the concentration of the analyte to low values, even single molecules
can be sensed and studied [1–3]. Properties on the single-molecule level often dif-
fer from ensemble studies [4–6]. For example, transient intermittent conformational
states of proteins, which are important for an understanding of their function, are
often lost with ensemble techniques such as crystallography [7–9]. Similarly, detec-
tion of single-base mutations in the DNA sequence (known as single nucleotide
polymorphisms) which are only present on some DNA strands, are quickly lost in
the background signal when an ensemble of DNA molecules is sequenced [10, 11].
Indeed, the ability for sensing on the single-molecule level is important for both
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the understanding of biological processes as well as in applications for diagnostics
[12–15].

Solid-state nanopores are a common way of building such single-molecule sen-
sors. Here one etches a tiny hole (aperture) into a solid-state membrane which allows
single molecules to physically pass by, as they are small enough to pass, similar to a
molecular tunnel [16]. The apertures need to be reliably fabricated on the nanometer
scale, i.e. the size scale of single biomolecules—in order to physically restrict the
passage of molecules to a single-file manner. During the passage of the molecule,
its properties can be probed. Interestingly, in cells, such pores are formed naturally
within the membranes of cells where they serve to control the passage of molecules
like DNA, RNA, and proteins. However, such biological pores are hard to integrate
into solid-state platforms as the fabrication of such systems requires a wide range
of material science, engineering, and nanofabrication techniques [1, 17, 18]. For-
tunately, the rapid development and the increasing availability of nanolithography
techniques in the last few decades have enabled the top-down fabrication of simi-
lar solid-state nanoapertures [19]. Apertures, of various shapes on the scale of one
to many tens of nanometers, can be reliably formed in a variety of different solid-
state membranes (e.g. silicon nitride-SiN). The use of novel 2D materials, such as
graphene or hexagonal boron nitride (hBN), has pushed the membrane thickness and
therefore the volume of the sensing region down to the ultimate thickness of a single
atomic layer [20–22].

We define a nanoaperture to be a nanometer-sized hole (of varying shape and with
lateral dimensions of 1–100nm) that is fabricated within a free-standing membrane
that is of a similar thickness. In this chapter, we cover two commonways to probe the
passage of the molecules of interest through such nanoapertures. First, ionic sens-
ing which involves the detection of a temporary blockade in the ionic current when
molecules translocates through the nanopore [23]. Second, optical sensing where a
change is detected in the light transmission or reflection upon the molecular passage,
which arises due to a change in the optical resonance of the nanoaperture (which will
be further explained below) [24]. Notably, both of these methods do not require the
biomolecule of interest to be labelled. Such label-free techniques are to be preferred
over other single-molecule techniques such as electron microscopy, fluorescence
microscopy, or force techniques such as AFM or optical/magnetic tweezers, that all
require the use of labels such as heavy-atom stains in electron microscopy, fluo-
rophores in fluorescence techniques, and attachment groups for force spectroscopy,
which might alter the native behavior of the molecule of interest [25–27]. Below, we
introduce the ionic and optical sensing techniques, describe a few applications, and
lay out the limitations and challenges facing each approach.

12.2 Principle of Ionic Current Sensing with Nanopores

A long-standing idea in biosensing has been tomonitor blockades in the ionic current
in order to detect single particles. This idea was first proposed by Wallace Coulter
in the 1940s for the screening and counting of blood cells [28]. In so-called ‘Coulter
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Fig. 12.1 Overview of ionic sensing and fabrication of nanopores a Schematic overview of ionic
sensing. A nanoaperture is immersed in an ionic solution (pictured here with LiCl) and a voltage
difference is applied. Ions in the solution are electrophoretically driven to the respective electrodes.
Charged biomolecules such as DNA can also be driven through this nanoaperture. b Illustration of
the current blockade during theDNApassage of the nanopore.When amolecule such asDNA enters
the nanopore, it temporarily blocks the flow of ions leading to a measurable decrease in the current
during the time of passage. c Example trace of the ionic current (100mV, 1M LiCl) through an
15nm nanopore, showing clear dips in the current each time a DNA molecule translocates (20kbp,
1ng/µl). d Illustration of ion/electron beammilling of SiNmembranes for nanopores. Typically, the
electron beam needs to be ~200 keV to be able to mill away the Silicon nitride membrane. Nanopore
image on the right is from the first application of a TEM drilling of nanopores, reproduced with
permission from [32], ©Springer Nature, 2003. e An array of nanopores produced with e-beam
lithography and reactive ion etching. Reproduced from [33]. f Illustration of nanopores produced
by dielectric breakdown of SiN membranes. A voltage is applied across an insulating membrane
which causes charges to accumulate at a defect site. This leads the membrane to locally collapse
and produce a nanopore. Reproduced from [34], Creative Commons CC-BY license, 2014

counters’, a blood sample is diluted in an ionic solution such as NaCl, and an electric
field is applied through a voltage difference between both reservoirs, driving ions
through an aperture (which here was ~10 µm diameter). This narrow constriction
provides a resistance in the ionic current because it constricts the flow of ions. When
the particle of interest, here a blood cell, passes through the constriction, the flow
of ions is temporarily disrupted, causing a measurable change in the ionic current.
This sensing principle was later extended to single-molecule detection with nano-
constrictions such as nanopores (~1–50nm), where the passage of a single DNA
causes a measurable change in the ionic current [1, 29–31] (Fig. 12.1a).

The current through such a nanopore is, to first approximation, given by [35]:

iopen pore current(d) = n(μcation + μanion)eV ∗ 1

R
(12.1)
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where n is the number of charge carriers in solution, μcation and μanion are the mobil-
ities of the cation and anions, respectively, V is the applied voltage, and R is the
geometric resistance of the nanoconstriction which is given by [36]:

R(d) = 4L

πd2
+ 1

d
(12.2)

where L is the approximate thickness of the membrane and d is the diameter of
the nanopore. In most literature, the conductance rather than the current is reported,
which is given by G = iopen pore current/V.

When an analyte passes through the constriction, it disrupts the flow of ions by
way of the excluded volume, thereby inducing a lower pore conductance. This change
in conductance is given by:

�G = Gopen pore current − Ganalyte = G(d) − G(dreduced) (12.3)

where Ganalyte is the reduced ionic conductance of the nanopore when the analyte
resides in the pore. For an extended object that spans the entire thickness of the pore
(such as a long DNA molecule), this dreduced is equal to the new effective diameter
from the reduction of the open pore volume that is now occupied by the analyte:

dreduced =
√
d2 − d2

analyte (12.4)

where danalyte is the diameter of the rod that approximates the analyte (2.2nm for the
case of DNA), see Fig. 12.1b. Figure12.1c shows an example of ionic current trace
for a buffer of 2M LiCl containing DNA. Clear dips can be seen which are caused by
the passage of individual DNAmolecules. Equation12.3 highlights a few parameters
that are crucial for ionic sensing: the salt concentration, the applied voltage which
supplies the driving force to force the molecule through the constriction, and the size
of the constriction that defines the geometric resistance [37, 38].

The nanoscale apertures for ionic sensing are usually fabricated in a thin mem-
brane (such as 5–20nm thick SiN membrane) through direct-milling techniques
with an electron beam in a Transmission Electron Microscope (TEM), typically
with electron energies over 200KeV or with a Focused Ion Beam (FIB) [32, 39,
40] (Fig. 12.1d). In recent years, more accessible pore-fabrication techniques have
been developed such as nanolithography combined with a dry etching (Fig. 12.1e)
or dielectric breakdown by applying a large applied voltage (Fig. 12.1f) [33, 34, 41–
43]. There also has been a drive to control the fabrication of such pores down to
the precision of a single atoms with crystalline 2D materials and advanced milling
techniques [21, 44].
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12.3 Application of Ionic Sensing in Nanopore Experiments

Ionic sensing has been successfully applied to the sensing of single DNAmolecules.
Most applications with solid-state nanopores focused on a fundamental biophysical
understanding of the polymer physics of the translocating DNA. Different polymer
configurations are adopted byDNAas it translocates through the nanopore, as already
observed in the earliest work on solid-state nanopores [45–47]. This spawned interest
innanopores as a tool toprobeDNApolymerphysics on thenanoscopic scale, anorder
of magnitude smaller than the typical sub-micrometer resolution of fluorescence-
based techniques. More recently, the groups of Dekker and Garaj (Fig. 12.2a) used
solid-state nanopores to study DNA folds and knots [48, 49] where they interrogated
thousandsofDNAat the single-molecule level to elucidate thebehavior andphysicsof
DNA knots. Nanopores have also been used to detect and identify single proteins [50,
51], for example, in work byMayer et al. who used lipid-coated solid-state nanopores
to determine the size, shape, and charge of single proteins based on differences in the
ionic current [52] (Fig. 12.2b). Additionally, these hybrid membranes have allowed
for bottom up construction of biomimetic nanopores, by tethering biological materi-
als (suchasnucleoporins andpeptide strains) to an intermediate interface suchasDNA
origami structures that dock on top of solid state membranes. This approach has been
successful in probing and reconstituting the transport behaviour of biological pores
and channels such as nuclear pore complexes that mediate transport in and out of the
cell’s nucleus (NPCs) [53–55].

The success of solid-state nanopores to interrogate molecules has inspired
nanopore-based diagnostic applications. As the nanopore sensing principle revolves
around the sensitivity of the ionic current to the size of the object, people have
started using locally bound proteins to fingerprint DNA, as such protein yield
measurable spikes above the DNA-only blockade level (such as in RecA-coated
DNA or streptavidin-biotin-tagged DNA [58–60]). Recent work has focused on
CRISPR/dCas9 proteins that bind particular DNA sequences. Weckman et al. and
Yang et al. showed that differences as small as a single base mutation can lead to
detectable changes in the protein-binding rate to DNA, opening up applications in
screening for single-nucleotide polymorphism [56, 61] (Fig. 12.2c). Alternatively,
Edel et al. explored the use of aptamers, DNA sequences that are specially designed
to bind specific proteins, to screen for the presence of certain proteins which are
biomarkers or targets in human serum [57] (Fig. 12.2d). These efforts illustrate the
application of nanopores to diagnostics applications beyond just biophysics experi-
ments in a research setting.

12.4 Limitations and Challenges of Ionic Sensing

Though successful in such applications, the ionic-sensing approach suffers from
several limitations. First, it requires the use of an ionic liquid as the signal scales
with concentration of salt dissolved (typically 0.3–4 M) [62]. The higher the salt
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Fig. 12.2 Ionic-sensing application of nanopores a Sensing of DNA folds and knots in solid-state
nanopore, which show up as distinct shapes in the ionic current blockades. The depth of the blockade
is quantized according to the number of strands of the DNA that simultaneously resides in the pore.
Reproduced from [48], Creative Commons CC-BY license 4.0, 2019. b Detection of proteins in a
lipid-coated solid-state nanopore to discriminate between the size, shape, and charge of the proteins.
Reproduced with permission from [52], ©Springer Nature, 2017. c Detection of CRISPR/dCas9
bound on DNA. Due to their larger physical size, show up as additional blockade on top of the
DNA blockade current. Since the proteins are programmable to bind any target sequence, specific
sequences along the DNA can be targeted for detection and fingerprinting of the DNA. Reproduced
with permission from [56], ©American Chemical Society 2019. d Sensing of proteins with DNA
aptamers. Specific DNA sequences allows for binding of certain proteins, thereby facilitating their
detection and identification. Reproduced from [57], Creative Commons CC-BY license 4.0, 2017

concentration, the higher the conductivity of the liquid and therefore the higher the
current obtained (Fig. 12.3a). However, high-salt solutions are usually detrimental for
many biomolecules which require physiological conditions (0.1–0.25M) as high salt
interferes with the proper binding and functioning of proteins which are often medi-
ated by electrostatic interactions [63]. Second, ionic current sensing with nanopores
comes with a fair amount of noise. A wide range of electrical noise sources con-
tributes across the frequency spectrum, as illustrated in Figure12.3b. For an in depth
look at each of these noise sources, we refer to the recent review by Fragasso et
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Fig. 12.3 Signals and noise in solid-state nanopores a DNA blockade signals in buffers with
different concentrations and types of salt. Reproduced with permission from [62], ©American
Chemical Society 2012. b Power spectrum density of the nanopore ionic current, with the main
noise regions indicated. Reproduced with permission from [64], ©American Chemical Society
2020. cDepth of ionic blockade with different low-pass frequency filters. For the same input signal,
the resultant signal is plotted after the different low pass filter is applied. The low pass filter distorts
the maximum depth of the current blockade due to the different temporal resolution of the low pass
filter. If a detection level is set (green line), the signal passed through the 10, 20 µs (100, 50KHz)
will not pass this cut off. Reproduced with permission from [68], ©American Chemical Society
2015

al. [64]. In brief, it is challenging to eliminate or control all these sources of noise,
for example, those that arise from chemical processes happening on the membrane
surface (e.g., transient binding and unbinding of ions to defect sites) which are very
hard to prevent [64–67]. Third, there is a limit to the temporal resolution that can be
achieved in ionic sensing. Molecules, driven by the electrophoretic force from the
applied electric field, typically transverse very quickly across the nanosized apertures
(<5µs for proteins and <0.5µs for each bp in a 10kbp long DNA) [68, 69]. Many
commercial amplifier have a bandwidth limitation of ~50KHz (20µs), making it
impossible to resolve the full blockade of relevant analytes. Furthermore, low-pass
filters are typically applied to eliminate high-frequency electrical noise, which fur-
ther exacerbates the problem as it reduces the signal from the translocation event by
clipping the full depth of the nanopore event thereby limiting event detection (See
Fig. 12.3c).

Various solutions have been proposed to address these problems.Newly developed
amplifiers and the miniaturization and integration of on-chip CMOS preamplifiers
with solid-state nanopores have pushed the temporal resolution to the 10MHz range
(0.1 µs) [70]. Effective operation with such amplifiers, however, still need low-
noise nanopores with specially designed membranes. New nanopore chips are being
developedwith glass support or additional insulating layers that lower the capacitance
andhence lower the electrical noise [71, 72].Other strategies revolves around slowing
down the translocation of the molecule such as the NEOtrap, which uses an induced
electro-osmotic current to trap the analyte of interest for long interrogation times
[73, 74]. Furthermore, with the advent of 2D materials, membranes fabricated from
a single or few layer graphene or hexagonal boron nitride have been explored [21,
75]. These membranes can be as thin as a single atomic layer which is the ultimate
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limit in terms of the sensing volume that a membrane can define. An added bonus
feature is that many 2D materials have remarkable electronic transport properties
which can be used to sense biomolecules in complementary ways to conventional
ionic sensing schemes such as through sensing of tunneling and gating currents [76–
78]. Moreover, the vast library of 2D materials allows for the fabrication of a novel
class of nanofluidic devices, such as 2D slit devices, with geometric and surface
tunability approaching angstrom precision for biosensing [79, 80].

12.5 Optical Sensing in Plasmonic Apertures

We now turn to a complimentary sensing technique, the monitoring of optical trans-
mission through the nanoaperture. Classically, it was thought that nanoapertures with
subwavelength dimensions (~100nm) were thought to be too small for significant
light transmission and hence for optical readout methods to be employed [81]. How-
ever, the report of extraordinary transmission through nanoapertures [82], where the
magnitude of transmission was measured to be orders of magnitude higher than clas-
sically predicted, overturned this idea and reinvigorated the exploration of optical
readout methods to probe the nanoscale volumes confined by a small aperture.

Central to the phenomenon of extraordinary transmission of light is the role of
surface plasmons that are excited in plasmonic materials such as gold or silver films.
These plasmonic oscillations of electrons in the metal can focus the incident electro-
magnetic (EM) field to the aperture, which gives rise to the enhancement of scattered
and transmitted light [87]. Transmission of light though these apertures strongly
depends on the wavelength of the incident light and the size as well as geometry
of the aperture. The apertures are designed typically to show a resonance peak at a
particular wavelength. As the resonant wavelength, i.e. where transmission is maxi-
mum, is very sensitive to the surrounding refractive index of the medium enclosing
the nanoaperture, small modulations, such as a protein or molecule occupying the
nanoaperture volume, can lead to a measurable redshift in the wavelength of the
resonance peak. Figure12.4a illustrates this principle of optical detection showing a
redshift of the resonance wavelength when an object enters near the nanoaperture.
Notably, this can lead to a decrease or an increase of the measured transmission
signal: if the incident laser wavelength was lower than the resonant peak wavelength
(i.e., on the left of the peak of the back curve in Fig. 12.4a), there will be a decrease
in the transmission when the peak is redshifted, while there will be an increase in
the transmission if the laser wavelength was higher than the resonant wavelength
(right of the peak as drawn in Fig. 12.4a). The change in the transmitted light can be
detected with a fast photodetector, typically an avalanche photodiode (APD). This
has inspired a new class of sensors with optical readout methods that are based on
detecting this resonance-wavelength shift in either the transmitted or reflected light.

Additionally, the tight focusing of the incident optical light produces strong optical
gradient within the nanoaperture, yielding a trapping force on the particle in the
aperture, similar to that of an optical tweezer. This can be employed as nanotweezers
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Fig. 12.4 Optical detection and trapping with nanoapertures a Illustration of the sensing prin-
ciple. A nanoaperture has a peak wavelength where the transmission through the aperture is the
highest (black curve). A laser is parked at a wavelength slightly detuned from the resonant wave-
length peak. When an object of a higher refractive enters the aperture, the resonant wavelength is
redshifted (red curve). This increases the transmission through the nanoaperture. bOptical trapping
in a nanoaperture. A gold nanoaperture focuses the incident E-field to the center of the bowtie.
The accompanying field gradient gives rise to an optical trapping force similar to optical tweezers.
Small objects such as proteins can be trapped in the nanoaperture. Shown here is the trapping sig-
nal from a beta-amylase protein. Reproduced with permission from [83], ©John Wiley and Sons
2019. c–e Examples of various nanoapertures that produces an E-field gradient and trapping force.
Shapes vary from round holes of 100nm to inverted bowtie structures with features <5 nm in scale.
Reproduced with permissions from [84–86], ©Springer Nature 2009, American Chemical Society
2014, Creative Commons CC-BY license 4.0, 2018

to hold the molecule in place for sensing [84, 88, 89]. Finite-difference time-domain
method (FDTD) simulations of the EM field in the structures estimate these EM
gradients for a variety of different structures (Fig. 12.4b–c). They produce a gradient
force:

F = 1

2
α�E2 (12.5)
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where α is the polarizability of the particle and �E2 is the magnitude of the gradient
of the EM field (E). Figure12.4b shows an example of such a structure that exhibits
a strong gradient within the gap of the inverted bowtie.

For optical detection, nanoapertures are typically fabricated in a plasmonic mate-
rial such as a thin gold film that is thick enough to block transmitted light to ensure
that only the nanoaperture is responsible for the transmitted light. They also serve
as a physical constriction to limit the sensing volume and entry of molecules. Sim-
ilar to nanopores, the structures are usually milled into the film through direct ion
beam milling or e-beam lithography [90–92]. Figure12.4c–e shows various struc-
tures fabricated with such techniques that were used to detect and tweeze nanoscale
objects.

12.6 Application of Optical Sensing in Nanopores

Though the application of optical sensing and tweezing with nanoapertures is still in
its infancy, early success with the tweezing of nanoparticles have led to the explo-
ration of sensing and trapping of a variety of biological objects including bacterial
cells, DNA, and single proteins [93–95]. Figure12.5a shows an array of gold nanoan-
tennas (here fabricated as simply two parallel Au wires that were 500nm long and
spaced ~30nm apart, thereby generating an optical gradient in the proximity of the
antennas) were used to tweeze single E-coli [96]. Moving to smaller biomolecules,
gold nanoapertures were already employed in 2012 to optically tweeze and detect
single proteins [97, 98] by the group ofGordon et al. (Fig. 12.5b). Bovine serum albu-
min (BSA) was used as a model proteins in their double nanohole traps. When BSA
was trapped, two different intensity levels could be seen above the baseline which
they attributed to the two different protein conformations [99]. The same traps were
also used to study a variety of reactions including binding rates of protein-antibodies
[99]. Finally, Verschueren et al. and Shi et al. were able to optically detect singleDNA
molecules that traversed a plasmonic nanopore, in both transmission and reflection
mode [83, 100] (Fig. 12.5c). The DNA molecules were electrophoretically driven
into the nanoapertures where they caused a shift in the resonance wavelength of
the laser and a measurable change in the transmission (in this instance, a decrease).
They verified their optical signal with conventional current blockade signal from
ionic sensing. Notably, even the number of folds in the DNA during the passage
through the nanoaperture led to an observable difference in the optical signal.

These studies show some of the many exciting features of label-free biosensing.
There is also the ability for multiplex sensing of parallel apertures where a high
density of these sensors can be packed into a small volume and simultaneously read
out, because each nanoaperture can be independently measured. Notably, optical
sensing is independent of buffer solutions unlike ionic sensing which requires a salt
solution, allowing native physiological buffers to be used [101]. The noise sources for
optical readout methods are very different from the noise sources affecting electrical
readout methods. They are usually dictated by sources in the far-field such as the
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Fig. 12.5 Examples of optical detection and trapping of biomolecules in Au nanoapertures a
Trapping of Escherichia coli bacteria with an array of Au nanoantenna. Scale bar is 200nm. The
Au nanoantenna was 500nm with a 30nm gap between them. Time series shows the E. coli (white)
localising to the nanoantennas (the pair of nanoantennas (1030nm) show up as black dots in the
image). At timeV, the incident laser was switched off and the E.coli was released from the vicinity of
the nanoantennas indicating that they had been optically trapped. Reproduced with permission from
[96], ©American Chemistry Society 2009. b Trapping of BSA proteins in a double hole nanoaper-
tures. When a single protein is trapped, two different intensity levels are observed, associated with
twodifferent conformational shapes.Reproducedwith permission from [97],©AmericanChemistry
Society 2012. c Detection of DNA in Au nanoapertures. When DNA is electrophoretically driven
into an inverted-bowtie-shaped nanoaperture, the ionic and optical signals can be simultaneously
detected. Reproduced with permission from [83], ©American Chemistry Society 2019
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laser source and aberrations in the optical components, rather than in local conditions
such as surface effects. Finally, optical signals can be acquired by photodetectors at
a much higher temporal resolution (as fast as picoseconds or 1012 Hz), fast enough
to observe protein dynamics.

12.7 Limitations and Challenges in Optical Sensing

Yet, as any technique, optical sensing with nanoapertures also has some limitations.
First, the fabrication of nanoapertures is extremely difficult because the plasmon
response are very sensitive to small (~nm) geometric changes which can shift the
resonance and thus decrease the sensitivity of the nanoaperture. Complex shapes
with a well-defined sensing region are hard to produce as the fabrication process
quickly reduces the sharpness of the structure, giving it rounded edges which damp
out the plasmons and the focusing of the EM field. Generally, the fabrication process
is critical and difficult to control and consistently reproduce. Second, the use of
the laser source for the readout method can cause local heating which may lead to
denaturation of proteins. While typical laser powers (5–20mW) over the laser spot
size (~1µm in diameter) are unlikely to cause an overall temperature increase in
the bulk, the use of plasmonic nanostructures can concentrate and focus the energy
into highly localised nanoscale hotspots thereby generating significant temperature
increase (20–40 degrees) in those areas [102–106]. At these temperatures, peptide
interactions maybe disrupted, potentially inducing protein unfolding or denaturing.
Moreover, heating may introduce convection currents near the surface that decrease
the potential well of the trapping force, allowing trapped objects to escape [107].
Lastly, unlike for conventional optical tweezers, there is a lack of detailed models
for the trapping of single molecules [108].

Many of the challenges with nano-optical traps relate to the relative infancy of the
technology. Various strategies are explored to circumvent the above listed challenges.
The limits of nanofabrication techniques can be pushed for example, from the current
effectively ~5nm scale [90, 109, 110] (set by the resolution of the resist used) with
e-beam lithography and laser interferometery, to the 1–2 nm scale using maskless
direct-milling techniques [92]. An interesting approach to circumvent resolution
issues is to simply fabricate a huge array of structures on the same gold film [91],
with each slightly different geometries and laser scanning to find structures that are
ideal for optical sensing and trapping. Second, local heating from the impinging laser
beam can be reduced by the use of heat sinks surrounding the nanoapertures [111,
112]. Third, attempts are underway to improvemodelling of nano-optical tweezers in
order to better model probe and understand the nanoscale forces in the nanoaperture
and guide future designs of such nanotraps [84, 89].
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Fig. 12.6 Combined optical-ionic nanopores a Zero mode waveguides where an aperture is fab-
ricated in a thin metal film to sense single enzymes. At the bottom of the well, a DNA polymerase
complex is bound that produces a fluorescence signal that can be used to identify the DNA sequence
of interest. Reproduced with permission from [113], ©The American Association for the Advance-
ment of Science, 2003. b Illustration of a nanowell milled in a thin gold film with an integrated
nanopore termed “opto-nanopore”. The nanopore is used to electrophoretically drive the DNA into
the sensing area where it is optically sensed. Reproduced with permission from [114], ©JohnWiley
and Sons 2017. c Integration of a zero-mode waveguide with a nanopore that drives DNAmolecules
to the sensing area. Reproduced with permission from [115], ©Springer Nature 2017
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12.8 Simultaneous Ionic and Optical Sensing

In the preceding sections, we have covered the features and limitations of both the
ionic and optical sensing approaches. Given their complimentary advantages, efforts
are ongoing to develop new sensors that combine the optical and ionic readout read-
outs [116]. A variety of schemes are proposed to combine the thermophoretic (a
byproduct of the optical readout) and electrophoretic effect to transport particles to
targeted sensing area [117]. One such approach builds upon zero mode waveguides
which are a class of nanoapertures where the fluorescence is enhanced in a strongly
localised regions,which can be used to sense single enzymes (Fig. 12.6a) [113].How-
ever, these devices suffered from a lack of active delivery of the biomolecules into
the sensing region. Wanunu et al. took inspiration from ionic sensing approaches and
integrated a nanopore at the bottom of the zero-mode waveguide well where a DNA
polymerase was assembled, in order to deterministically drive and deliver DNA for
sequencing (Fig. 12.6c) with a fluorescent readout method [115]. Similarly, Meller et
al. developed what they called “opto-nanopores” where they integrated a nanopore
at the bottom of the well of a nanoaperture (Fig. 12.6b), thus allowing to combine
ionic sensing techniques in nanopores with a variety of optical readout methods
for high-bandwidth measurements [118–120]. They, along with others, demonstrate
optical detection and fingerprinting of DNAmolecules through the use of fluorescent
labels [83, 100]. The expansion of research in combining ionic and optical sensing
in nanoapertures also led to the discovery that nanopores can be directly fabricated
in thin SiN membranes with a laser beam. This opens up yet another scalable avenue
for the reliable fabrication of nanopore arrays [121, 122].

12.9 Summary and Outlook

Summing up, nanoapertures define a sensing volume that can be probed with an ionic
current or through optical sensing at the single-molecule level. The two approaches
offer complimentary advantages and recent attempts to combine them have led to the
advent of a new class of optical nanopores for detection and manipulation of single
biomolecules. These nanosensors will increasingly be beneficial for a fundamental
understanding of biology as well as for real-world applications such as the detection
of biomarkers in point-of-care devices.
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membranes on glass chips with sub 1-pf capacitance for biomolecule sensing applications.
Scientific reports, 5(1):1–8, 2015.

72. Min-Hyun Lee, Ashvani Kumar, Kyeong-Beom Park, Seong-Yong Cho, Hyun-Mi Kim, Min-
Cheol Lim, Young-Rok Kim, and Ki-Bum Kim. A low-noise solid-state nanopore platform
based on a highly insulating substrate. Scientific reports, 4(1):1–7, 2014.

73. Sonja Schmid, Pierre Stömmer, Hendrik Dietz, and Cees Dekker. Nanopore electro-osmotic
trap for the label-free study of single proteins and their conformations. bioRxiv, 2021.

74. Sonja Schmid and Cees Dekker. Nanopores: a versatile tool to study protein dynamics. Essays
in Biochemistry, 65(1):93–107, 2021.

75. GrégoryF. Schneider,QiangXu,SusanneHage, StephanieLuik, JohannesN.H.Spoor, Sairam
Malladi, Henny Zandbergen, and Cees Dekker. Tailoring the hydrophobicity of graphene for
its use as nanopores for DNA translocation. Nature Communications, 4(1):2619, 2013.

76. Stephanie J. Heerema and Cees Dekker. Graphene nanodevices for DNA sequencing. Nature
Nanotechnology, 11(2):127–136, 2016.

77. Michael Graf,Martina Lihter, DamirAltus, SanjinMarion, andAleksandra Radenovic. Trans-
verse Detection of DNA Using a MoS2 Nanopore. Nano Letters, 19(12):9075–9083, 2019.

78. Mingye Xiong, Michael Graf, Nagendra Athreya, Aleksandra Radenovic, and Jean-Pierre
Leburton. Microscopic detection analysis of single molecules in mos2 membrane nanopores.
ACS nano, 14(11):16131–16139, 2020.

79. Wayne Yang, Boya Radha, Adnan Choudhary, Yi You, Gangaiah Mettela, Andre K Geim,
Aleksei Aksimentiev, AshokKeerthi, and CeesDekker. Translocation of dna through ultrathin
nanoslits. Advanced Materials, 33(11):2007682, 2021.

80. B Radha, Ali Esfandiar, FC Wang, AP Rooney, K Gopinadhan, Ashok Keerthi, Artem
Mishchenko, Amritha Janardanan, Peter Blake, Laura Fumagalli, et al. Molecular transport
through capillaries made with atomic-scale precision. Nature, 538(7624):222–225, 2016.



12 Single-Molecule Ionic and Optical Sensing with Nanoapertures 385

81. C. Genet and T. W. Ebbesen. Light in tiny holes. Nature, 445(7123):39–46, 2007.
82. Thomas W Ebbesen, Henri J Lezec, HF Ghaemi, Tineke Thio, and Peter A Wolff. Extraordi-

nary optical transmission through sub-wavelength hole arrays. Nature, 391(6668):667–669,
1998.

83. DanielV.Verschueren, Sergii Pud,Xin Shi, LorenzoDeAngelis, L.Kuipers, andCeesDekker.
Label-Free Optical Detection of DNA Translocations through Plasmonic Nanopores. ACS
Nano, 13(1):61–70, 2019.

84. Mathieu L. Juan, ReuvenGordon, Yuanjie Pang, Fatima Eftekhari, and Romain Quidant. Self-
induced back-action optical trapping of dielectric nanoparticles. Nature Physics, 5(12):915–
919, 2009.

85. AvijitBarik, LaurenMOtto,DaehanYoo, Jincy Jose, TimothyWJohnson, andSang-HyunOh.
Dielectrophoresis-Enhanced Plasmonic Sensing with Gold Nanohole Arrays. Nano Letters,
14:2020, 2014.

86. Seung JuYoon, JungminLee, SangyoonHan, ChangKyuKim,ChiWonAhn,MyungKiKim,
and Yong Hee Lee. Non-fluorescent nanoscopic monitoring of a single trapped nanoparticle
via nonlinear point sources. Nature Communications, 9(1):341401, 2018.

87. James V Coe, Joseph M Heer, Shannon Teeters-Kennedy, Hong Tian, and Kenneth R
Rodriguez. Extraordinary transmission of metal films with arrays of subwavelength holes.
Annu. Rev. Phys. Chem., 59:179–202, 2008.

88. Reuven Gordon. Biosensing with nanoaperture optical tweezers.Optics & Laser Technology,
109:328–335, 2019.

89. Pau Mestres, Johann Berthelot, Srdjan S Aćimović, and Romain Quidant. Unraveling the
optomechanical nature of plasmonic trapping. Light: Science & Applications, 5(7):16092–
16092, 2016.

90. Serap Aksu, Ahmet A. Yanik, Ronen Adato, Alp Artar, Min Huang, and Hatice Altug.
High-throughput nanofabrication of infrared plasmonic nanoantenna arrays for vibrational
nanospectroscopy. Nano Letters, 10(7):2511–2518, 2010.

91. Xin Shi, Daniel Verschueren, Sergii Pud, and Cees Dekker. Integrating Sub-3 nm Plasmonic
Gaps into Solid-State Nanopores. Small, 14(18):1703307, 2018.

92. Myung Ki Kim, Hongchul Sim, Seung Ju Yoon, Su Hyun Gong, Chi Won Ahn, Yong Hoon
Cho, and Yong Hee Lee. Squeezing Photons into a Point-Like Space. Nano Letters,
15(6):4102–4107, 2015.

93. Alemayehu Nana Koya, Joao Cunha, Tian-Long Guo, Andrea Toma, Denis Garoli, TaoWang,
Saulius Juodkazis, Dan Cojoc, and Remo Proietti Zaccaria. Novel plasmonic nanocavities for
optical trapping-assisted biosensing applications.AdvancedOpticalMaterials, 8(7):1901481,
2020.

94. Mathieu L Juan, Maurizio Righini, and Romain Quidant. Plasmon nano-optical tweezers.
Nature photonics, 5(6):349, 2011.

95. Abhay Kotnala and Reuven Gordon. Double nanohole optical tweezers visualize protein p53
suppressing unzipping of single dna-hairpins. Biomedical optics express, 5(6):1886–1894,
2014.

96. M Righini, P Ghenuche, S Cherukulappurath, Viktor Myroshnychenko, Francisco Javier Gar-
cia deAbajo, andRomainQuidant. Nano-optical trapping of rayleigh particles and escherichia
coli bacteria with resonant optical antennas. Nano letters, 9(10):3387–3391, 2009.

97. Yuanjie Pang and Reuven Gordon. Optical trapping of a single protein. Nano Letters,
12(1):402–406, 2012.

98. Daniel Verschueren, Xin Shi, and Cees Dekker. Nano-Optical Tweezing of Single Proteins in
Plasmonic Nanopores. Small Methods, 3(5):1800465, 2019.

99. Ana Zehtabi-Oskuie, Hao Jiang, Bryce R. Cyr, DouglasW. Rennehan, Ahmed A. Al-Balushi,
and Reuven Gordon. Double nanohole optical trapping: Dynamics and protein-antibody co-
trapping. Lab on a Chip, 13(13):2563–2568, 2013.

100. Xin Shi, Daniel V. Verschueren, and Cees Dekker. Active Delivery of Single DNAMolecules
into a Plasmonic Nanopore for Label-Free Optical Sensing.Nano Letters, 18(12):8003–8010,
2018.



386 W. Yang and C. Dekker

101. NoaHacohen, Candice JX Ip, and ReuvenGordon. Analysis of eggwhite protein composition
with double nanohole optical tweezers. ACS omega, 3(5):5266–5272, 2018.

102. Quanbo Jiang, Benoit Rogez, Jean-Benoît Claude, Guillaume Baffou, and Jérôme Wenger.
Temperature measurement in plasmonic nanoapertures used for optical trapping. ACS pho-
tonics, 6(7):1763–1773, 2019.

103. Liselotte Jauffred, Akbar Samadi, Henrik Klingberg, Poul Martin Bendix, and Lene B Odd-
ershede. Plasmonic heating of nanostructures. Chemical reviews, 119(13):8087–8130, 2019.

104. Colin R Crick, Pablo Albella, Hyung-Jun Kim, Aleksandar P Ivanov, Ki-Bum Kim, Stefan A
Maier, and Joshua B Edel. Low-noise plasmonic nanopore biosensors for single molecule
detection at elevated temperatures. ACS Photonics, 4(11):2835–2842, 2017.

105. Ulrich F Keyser, Diego Krapf, Bernard N Koeleman, Ralph MM Smeets, Nynke H Dekker,
and Cees Dekker. Nanopore tomography of a laser focus. Nano letters, 5(11):2253–2256,
2005.

106. Francesca Nicoli, Daniel Verschueren, Misha Klein, Cees Dekker, and Magnus P Jonsson.
Dna translocations through solid-state plasmonic nanopores.Nano letters, 14(12):6917–6925,
2014.

107. Brian J Roxworthy, AbdulMBhuiya, Surya PVanka, andKimani C Toussaint. Understanding
and controlling plasmon-induced convection. Nature communications, 5(1):1–8, 2014.

108. Erik Schäffer, SimonFNørrelykke, and JonathonHoward. Surface forces and drag coefficients
of microspheres near a plane surface measured with optical tweezers. Langmuir, 23(7):3654–
3665, 2007.

109. Bita Malekian, Kunli Xiong, Evan SH Kang, John Andersson, Gustav Emilsson, Marcus
Rommel, Takumi Sannomiya, Magnus P Jonsson, and Andreas Dahlin. Optical properties of
plasmonic nanopore arrays prepared by electron beam and colloidal lithography. Nanoscale
Advances, 1(11):4282–4289, 2019.

110. Liang Pan, Yongshik Park, Yi Xiong, Erick Ulin-Avila, YuanWang, Li Zeng, Shaomin Xiong,
Junsuk Rho, Cheng Sun, David B Bogy, and Xiang Zhang. Maskless plasmonic lithography
at 22 nm resolution. Scientific reports, 1(1):1–6, 2011.

111. Quanbo Jiang, Benoît Rogez, Jean-Benoît Claude, Antonin Moreau, Julien Lumeau, Guil-
laume Baffou, and JérômeWenger. Adhesion layer influence on controlling the local temper-
ature in plasmonic gold nanoholes. Nanoscale, 12(4):2524–2531, 2020.

112. KaiWang, Ethan Schonbrun, Paul Steinvurzel, and Kenneth B. Crozier. Trapping and rotating
nanoparticles using a plasmonic nano-tweezer with an integrated heat sink. Nature Commu-
nications, 2(1):1–6, 2011.

113. H. J. Levene, J. Korlach, S. W. Turner, M. Foquet, H. G. Craighead, and W. W.
Webb. Zero-mode waveguides for single-molecule analysis at high concentrations. Science,
299(5607):682–686, 2003.

114. Ossama N. Assad, Tal Gilboa, Joshua Spitzberg, Matyas Juhasz, Elmar Weinhold, and
Amit Meller. Light-Enhancing Plasmonic-Nanopore Biosensor for Superior Single-Molecule
Detection. Advanced Materials, 29(9):1605442, 2017.

115. Joseph Larkin, Robert Y Henley, Vivek Jadhav, Jonas Korlach, and Meni Wanunu. Length-
independent dna packing into nanopore zero-mode waveguides for low-input dna sequencing.
Nature nanotechnology, 12(12):1169–1175, 2017.

116. Joshua D Spitzberg, Adam Zrehen, Xander F van Kooten, and Amit Meller.
Plasmonic-nanopore biosensors for superior single-molecule detection. Advanced Materials,
31(23):1900422, 2019.

117. Justus C Ndukaife, Alexander V Kildishev, Agbai George, Agwu Nnanna, Vladimir M Sha-
laev, Steven TWereley, and Alexandra Boltasseva. Long-range and rapid transport of individ-
ual nano-objects by a hybrid electrothermoplasmonic nanotweezer. Natue Nanotechnology,
11, 2016.

118. BenMcNally, Alon Singer, ZhiliangYu,Yingjie Sun, ZhipingWeng, andAmitMeller. Optical
recognition of converted dna nucleotides for single-molecule dna sequencing using nanopore
arrays. Nano letters, 10(6):2237–2244, 2010.



12 Single-Molecule Ionic and Optical Sensing with Nanoapertures 387

119. Brett N Anderson, Ossama N Assad, Tal Gilboa, Allison H Squires, Daniel Bar, and Amit
Meller. Probing solid-state nanopores with light for the detection of unlabeled analytes. ACS
nano, 8(11):11836–11845, 2014.

120. TalGilboa andAmitMeller.Optical sensing andanalytemanipulation in solid-state nanopores.
Analyst, 140(14):4733–4747, 2015.

121. Tal Gilboa, Adam Zrehen, Arik Girsault, and Amit Meller. Optically-monitored nanopore
fabrication using a focused laser beam. Scientific reports, 8(1):1–10, 2018.

122. Tal Gilboa, Eran Zvuloni, Adam Zrehen, Allison H. Squires, and Amit Meller. Automated,
Ultra-Fast Laser-Drilling of Nanometer Scale Pores and Nanopore Arrays in Aqueous Solu-
tions. Advanced Functional Materials, 30(18):1900642, 2020.



Chapter 13
Self-induced Back-Action Actuated
Nanopore Electrophoresis (SANE)
Sensing

Scott Renkes, Sai Santosh Sasank Peri, Muhammad Usman Raza,
Jon Weidanz, Min Jun Kim, and George Alexandrakis

Abstract Wepresent amethod to trap nanoscale analytes in double nanohole (DNH)
nanoapertures integrated on top of solid-state nanopores (ssNPs). The analytes are
propelled by an electrophoretic force from the cis towards the trans side of the
nanopore but are trapped in the process when they have reached the vicinity of the
DNH-ssNP interface. The self-induced back action (SIBA) force, created by the
plasmonic field between the tips of the DNH, opposes the electrophoretic force and
enables simultaneous optical and electrical sensing of a single nanoparticle for many
seconds. The SIBA actuated nanopore electrophoresis (SANE) sensor was fabri-
cated using two-beam gas field ion source (GFIS) focused ion beam (FIB). Firstly,
Ne FIB milling was used to create the DNH features and was combined with end
pointing to stop milling at the metal-dielectric interface. Subsequently, He FIB was
used to drill a 25nm nanopore through the center of the DNH. The capabilities of the
device are demonstrated using a series of three experiments involving nanoparticles,
high-affinity protein ligand interactions and low-affinity protein-ligand interactions.
The presence of optical trapping in the SANE sensor extended electrical sensing
and translocation times by up to four orders of magnitude over classical nanopores.
In addition, SANE sensor measurements enabled quantification of bimodal optical-
electrical parameters thatwere quantified concurrently for each trapping event, which
enabled distinguishing analytes from each other, specific from non-specific binding
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events, and protein complex formation. Importantly, the SANE sensor enabled ultra-
high sensitivity in protein-ligand interaction detection. Electrically driven focusing of
reactants into the sensor’s nanoscopic optical trap volume enabled formation of sig-
nificant bound fractions (30–50% range) at reactant concentrations up to three orders
ofmagnitude lower than the free solution equilibrium binding constant. Furthermore,
the SANE sensor could measure the off-binding rate of low-affinity (micromolar)
protein-ligand interactions that are challenging to measure with current label-free
commercial assays.

13.1 Introduction

The self-induced back action nanopore electrophoresis (SANE) sensor utilizes a
self-induced back action (SIBA) force [1], created by a plasmonic trap, to oppose an
electrophoretic force trying to pushmolecules past the trap and through an underlying
nanopore. As a result, the SIBA effect provides an opportunity to observe molecules,
or molecular complexes, label-free and tether-free for many seconds before they
translocate through the sensor. In addition, the opposing optical force enables sig-
nificant slowdown of the actual translocation through the underlying nanopore that
lasts for tens of milliseconds [2]. This is in contrast to traditional nanopores where
moleculeswill translocate, primarily impeded by barrier forces andmolecular crowd-
ing while electroosmosis impedes or facilitates translocation depending on its direc-
tion. The typical nanopore translocation event is tens of microseconds [3]. Molec-
ular trapping and slower translocation times with the SANE sensor enable bimodal
optical-electrical data acquisition, which we show to be favorable for separating indi-
vidual proteins and ligands from the complexes they form and significantly enhanc-
ing the bound fraction relative to free solution. In addition, we show that the optical
and electrical data types quantified concurrently by SANE sensing can potentially
improve separation of specific from non-specific interactions.

13.1.1 The SIBA Effect

Optical trapping of nanoparticles at low laser powers (mW range) can be attained in
the immediate vicinity of metallic nanoapertures through a SIBA mechanism [1]. In
SIBA, when a dielectric nanoparticle has a slightly different refractive index than its
surrounding medium, a photon-mediated feedback force is actuated due to conser-
vation of momentum against diffusion forces near the nanoaperture. The resulting
coupling of light to the far field via the dielectric nanoparticle results in increased
light transmission through the plasmonic nanoaperture and therefore enables label-
free detection [4]. Double nanohole (DNH) nanoapertures have been reported as
SIBA-mediated optical traps by Gordon et al. for high local field enhancement at the
intersection of the nanoholes [5]. The Gordon group has reported a series of studies
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on the design characteristics of the DNH structure [6–8] and their use in many
applications, including the trapping of nanoparticles [9–11] and single protein
molecules [12–15].

It should be emphasized that the SIBA effect is qualitatively different from opti-
cal tweezing. In the latter case, a high numerical aperture objective lens creates a
strong electric field gradient near the beam waist. Dielectric particles are attracted
to the region of strongest gradient and displaced slightly by scattering, which places
them just downstream of the beam waist. Because optical tweezing relies the gradi-
ent of light intensity to attract the particle, it is dependent on laser power [16]. This
can cause problems with heat dissipation when trying to trap smaller particles. The
DNH structure is more efficient than tweezers in heat dissipation due to the ther-
mal conductivity of the surrounding gold (Au) layer. Polarized illumination of the
DNH induces plasmonic enhancement of light intensity parallel to its narrow waist
to induce the SIBA effect that enables trapping smaller particles, including single
proteins and protein complexes.

In opposition to the trapping force from the SIBA effect are four forces of note:
electrophoretic, electroosmotic, passive diffusive and thermophoretic forces. The
electrophoretic force is the prevalent pulling force in the SANE sensor. It arises
from the bias voltage applied to the experimental setup which exerts a force on all
charged particles pulling them based on the direction of the electric field and the
zeta potential of the particles [17]. The electroosmotic force is the result of a double
layer of charges that forms on all the dielectric surfaces in and around the nanopore.
This double layer will function as a pump to pull or push ions in solution through
or away from the nanopore. The magnitude and direction of this force is primarily
dependent on concentration and ionic properties of the bulk ionic solution while the
charge of analytes has a minor impact [18, 19]. Passive diffusion, which is driven by
concentration gradients, is a relatively small force with respect to the electrophoretic
or electroosmotic forces [20]. Thermophoretic forces pull or push particles away
from hot spots depending on whether they are thermophilic or thermophobic [21].
By altering properties of the solution through the use of surfactants, a particle can
be made more thermophilic, which will increase the force toward the optical trap
[22]. Thermophilicity will cause two effects: increase trapping duration while also
decreasing the time between trapping events. For thermophilic particles inside the
optical trap, the increased thermophoretic forces will offset the electrophoretic forces
and make it more difficult for a particle to leave the trap. For a particle on the cis side
of the nanopore, the thermophoretic forces will combine with the electrophoretic
forces drawing it more quickly toward the trap.
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13.1.2 Concurrent Optical and Electrical Data Capture with
the SANE Sensor

The SANE sensor is capable of bimodal, optical-electrical sensing and provides four
data types, two of which are optical and two of which are electrical. These four
metrics are optical step change, optical trap time, electrical translocation time and
translocation current:

i Optical step change is the change in optical transmission as a particle enters
the optical trap. The dielectric properties of the molecule act qualitatively as a
lens, focusing the light through the plasmonic nanoaperture, increasing optical
transmission [23]. For molecules with spherical shapes, optical step change can
be used to estimate the volume of a molecule.

ii Optical trap time is the time duration that a molecule spends inside the optical
trap, defined as the time between the timepoint of optical step change completion
and the beginning of a translocation event for a single molecule or complex.
The optical trap time is a function of the balance between optical forces (SIBA),
electrical forces (electrophoresis, electroosmosis and barrier force) and analyte-
related forces (concentration gradient and thermophilicity). Depending on the
detailed experimental conditions, the relative contributions of these forces can
vary, making this a rather complicated system to study.

iii Translocation time is the measurement of the time it takes a molecule that has
just escaped the optical trap to travel through the nanopore to the trans well. The
translocation event is usually denoted by a negative electrical current spike and a
decrease in the optical step back to baseline. Like the optical trap time, this metric
is also dependent on the voltage and molecule polarity where a larger voltage and
larger polarity contribute to increased translocation speed [2].

iv Translocation current is the measurement of current change during a pore translo-
cation event. The negative current spike usually seen in translocation events is
due to the molecule blocking the baseline ionic current flow. The size of the
negative spike is dependent on analyte size due to its mass blocking the ionic
current through the nanopore as well as the charge and concentration of the bulk
ion solution and the geometry and charge of the nanopore [24].

The ability to perform optical and electrical sensing concurrently with the SANE
sensor enables label-free study of molecules and their interactions in ways that are
not accessible by use of traditional optical trapping or classical nanopores on their
own:

1 It can offer higher throughput than pure optical trapping because: (a) pure optical
trapping can last indefinitely, in principle, and (b) at very low analyte concentra-
tions the time interval between successive trapping events can be impractically
long as it is diffusion-limited [25]. In the case of the SANE sensor, the externally
applied electric field has a focusing effect, pushing analytes from the cis chamber
towards the optical trap. The focusing effect is driven by the silicon nitride (SixNy)
region not covered by Au. The latter acts as a shield to the applied electric field
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because it is a conductor. Electric field focusing enables studying ultra-low analyte
concentrations. Furthermore, the balance of opposing optical and electrical forces,
potentially combined with thermal ones, shortens trapping times compared to pure
optical trapping. Appropriate selection of experimental parameters can be used to
roughly tune the range of possible optical trapping times and indirectly control
throughput. It should be mentioned, however, that the throughput of an optical-
electrical trap is much lower than classical nanopores due to the slowing-down
effect of the optical trap. This limitation is discussed further in the Conclusions
section of this chapter.

2 It enables tether-free quantification of low-affinity (micromolar) interactions that
are relevant to protein pathways occurring in vivo: when experimental conditions
can be tuned such that optical trapping times are significantly longer than the
mean protein-ligand interaction time, it is possible to measure the off-rates (kof f )
or binding duration of an interaction event [25]. Measurement of binding kinetics
is challenging to dowith current commercial technologies such as surface plasmon
resonance (SPR).

3 It enables a strong enhancement of protein reactant concentrations at the sen-
sor: Reactants are pushed by the applied electric field inside the optical trap. As
we discuss further below, this enables studying protein-ligand interactions with
significant bound fractions at concentrations down to 1000-fold lower than the
equilibrium binding constant (bound fraction would be near-zero at these low
concentrations) [26]. High bound fractions at low concentrations offer significant
savings in the amount of purified protein needed for ligand screening experiments.

4 It causes significant slowdown of nanopore translocation: The presence of the
optical trap immediately over the nanopore significantly slows down translocation
of molecules through the nanopore. The translocation time can last for up to tens
ofmilliseconds in this case, which is orders of magnitude longer than translocation
times seen in traditional nanopores that last in the tens of microseconds [2]. More
work is needed to extract all possible benefits in molecular characterization by use
of this translocation slow-down feature.

5 It offers the possibility of distinguishing between molecular size versus effective
molecular charge: The concurrent optical and electrical measurements done with
the SANE sensor enable molecular size estimates from the optical data, which can
then be substituted into equations typically used to estimate the effective charge
around the molecules [2]. In contrast classical nanopore signals depend both on
analyte size and charge, making this distinction challenging to attain.

6 It allows for the observation of the frequency spectrum of charged molecules bob-
bing inside the optical trap: The opposing forces in the optical trap are in dynamic
equilibrium in the presence of diffusion-driven perturbation of the trapped ana-
lyte. The resulting motions of analytes have been found to have characteristic
frequency spectra in the current passing through the nanopore before a transloca-
tion event occurs. These spectra have shown to be different when one silicon oxide
SiO2 nanoparticle is inside the optical trap versus two particles [2]. More work is
needed to explore the feasibility of using these frequency spectra as an additional
metric to distinguish between interacting proteins and complexes.
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7 It creates both a positive current spike and a negative spike through the nanopore:
Some details for the observed positive spike are discussed below. Briefly, the
optically slowed-down approach of the particle to the nanopore from the cis side
creates a counterion current. However, the physical mechanism and any additional
information that can be extracted from this positive spike have not been thoroughly
explored to date.

13.2 Sensor Chip Fabrication and Experimental Setup

The SANE sensorwas produced using a combination of traditional silicon fabrication
and Focused Ion Beam (FIB) milling techniques. A flow cell was then added around
the sensor to help handle microliter size liquid samples at physiological conditions.
Optical focusing and electrode placement in the cis and trans chambers were then
adjusted and concurrent optical-electrical data acquisition took place by use of an
Axopatch 200B system (Molecular Devices, San Jose, CA).

13.2.1 Sensor Chip Fabrication

The SANE sensor was fabricated on a (100) intrinsic silicon (Si) wafer. The wafer
was first polished on both sides. A 500nm (SiO2) was then grown on both sides of
the wafer using wet oxidation followed by a 60nm Low Pressure Chemical Vapor
Deposition (LPCVD) of non-stoichiometric low stress SixNy . A positive photoresist
(S1813) and a square window dark field mask were used to pattern the bottom side
of the wafer. Deep Reactive Ion Etching (DRIE) was used to etch the SixNy layer to
expose theSiO2,whichwas then etchedusing6:1 bufferedhydrofluoric acid to expose
the Si wafer. The Si was anisotropically etched using a 22% tetramethylammonium
hydroxide (TMAH) solution at 90° C to expose the other SiO2 layer which was kept
intact as a sacrificial layer to protect the remaining SixNy during processing.

A 5nm chromium (Cr) adhesion layer was deposited by e-beam evaporation fol-
lowed by a 100nm gold (Au) layer on the front of the wafer. Finally, a positive resist
(S1813) and darkfield mask were used to pattern the FIB alignment markers, using
a backside aligner (EVG620) to ensure the markers were properly aligned with the
etched well. The Au and Cr layers were etched to expose the SixNy using commer-
cially available wet etchants. The resulting structure markers are seen in Fig. 13.1. A
photoresist layer was baked on the chip in order to protected it during the next pro-
cessing steps. The wafer was then diced into 15× 15mm chips. The double nanohole
(DNH) structure (Fig. 13.1a–c) was milled through the Au layer by Neon ion FIB.
Subsequently, Helium ion FIB was used to mill a 25nm diameter hole though the
SixNy layer at the center of the DNH structure (Fig. 13.1d–f) (Carl Zeiss, ORION
NanoFab, Peabody, MA). Gallium ion FIB could not be used for this milling process
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Fig. 13.1 a Frontside view of SANE chip. b Backside view of SANE chip. c Cross-section of the
SANE sensor chip. d SEM micrograph of front side of the SANE chip before FIB drilling. He ion
microscope image of top view (e) and tilted view (f) of milled DNH with 17% sidewall taper and
a 25nm ssNP drilled at its center. Figure and caption reproduced with permissions by [2]

due to the limitation of its feature resolution. A more detailed fabrication process
can be found in Raza et al. [2].
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Fig. 13.2 a PDMS flow cell cross-sectional view with SANE sensor. b Image of prepared PDMS
flow cell with SANE chip ready for placement on piezo-controlled stage. c Complete optical setup
with PDMSflow cell placement andmeasurement instruments. LD: laser diode, QWP: quarter wave
plate, GTP: Glan-Thompson polarizer, HWP: half wave plate, 4× BE: 4× beam expander, MR:
mirror, OL: Carl Zeiss 1.3N.A. 63× objective lens, CL: condenser lens, PD: photodiode. Figure
and caption reproduced with permissions by [2]

13.2.2 Optical Measurement Setup

The beam from an 820nm laser diode (L820P200, Thorlabs, Newton, NJ) was col-
limated to a 2mm diameter and circularly polarized through a quarter-waveplate
(QWP) (WPQ05M, Thorlabs), followed by a Glan-Thompson linear polarizer
(GTH10M, Thorlabs) for controlling the polarization of light incident on the
chip (Fig. 13.2c). The light then passed through a tunable half-waveplate (HWP)
(WPH05M, Thorlabs) to make the direction of polarization perpendicular to the
DNH’s long axis to maximally excite wedge plasmons for trapping [10]. A down-
stream 4× beam expander (Newport) was used in combination with an 8mm circular
aperture (ID.1.0, Newport) to make the intensity profile of the cylindrical beam flat-
ter. The beam then went through a periscope and into the back aperture of a 63× oil
immersion objective lens and was focused onto the front Au side of the SANE chip.
The 360 µm working distance of the objective lens defined the cis flow cell design.
A 170 µm thick cover slide was used as the foundation of the cis flow cell. That
allowed for only 190 µm of height left for the flow cell. Light transmission through
the FIB alignment markers was used as a first, coarse step to find the DNH on the
chip. The objective’s focal spot was aligned with the DNH center by adjusting a
piezoelectric stage’s controls until polarized light transmission was maximized. The
light transmitted through the chip’s center and any leakage light scattering through
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alignment markers was collected by a condenser lens and focused onto a photodiode
(PDA36A, Thorlabs) (Fig. 13.2c).

13.2.3 Flow Cell and Electrical Measurement Setup

Flow cells were created from polydimethylsiloxane (PDMS) in three sections. The
base was made from a 2mm thick piece of PDMS that had two 10mm square holes
cut at both ends and then connected by a 2mmwide trough. The side with the trough
was then bonded to a 3 in × 2 in glass slide using oxygen plasma, sealing the trough
and the bottom of the holes. The trans side of the SANE sensor was bonded to one
well with double-sided tape. A second piece of PDMS, 3mm thick with a 10mmhole
cut into it, was bonded to the other open hole in the base piece using double-sided
tape. This structure serves as a reservoir for ionic solution. A third piece of PDMS
was made that was roughly 150 µm thick and bonded to a 170µm cover slip (the
microscope slide intended for use with the objective lens). A 10mm hole was cut out
of the PDMS. This final piece was then bonded to the cis side of the SANE sensor
using double-sided tape. A 1mm slit was then cut into the cis side of the PDMS to
allow the electrode and analytes to be introduced to the cis well. The device was
attached to the piezoelectric stage for fine positioning. The wells were then filled
with an electrolyte solution specific to the experiment. Two silver electrodes were
immersed in bleach solution to form a coating of silver chloride (Ag/AgCl). One
electrode was inserted in the cis and one in the trans chamber. The electrode in the
trans chamber was positioned so that the tip of the electrode was directly below the
sensor.

The electrodes were connected to an Axon Axopatch 200B patch clamp ampli-
fier and digitizer equipment (Molecular Devices) through an Axon Headstage (CV
203BU) and operated in voltage clamp mode. A Faraday cage was built with alu-
minum foil (Reynolds) around the piezo-stage with the PDMS flow cell to elimi-
nate low-frequency electromagnetic noise while recording the ionic current traces.
Translocation events were performed at 100 mV voltage bias across the nanopore
[25]. The photodiode and Axopatch 200B signals were both sent through an Axon
Digidata 1440 ADC to a PC for recording and subsequent data analyses with the
Axon pClamp software (version10.6). The electrical signals were filtered by a low
20Hz 8-pole Bessel filter to remove high frequency noise providing both filtered and
unfiltered current data.

13.3 Experiments

SANE sensor measurements were collected and characterized for three differ-
ent types of analytes. First, experiments were performed with 20nm SiO2 and
Au nanoparticles to characterize bimodal optical-electrical signatures for rigid



398 S. Renkes et al.

nanospheres, representing idealized analytes, and to compare for bimodal signa-
ture differences between dielectric versus conducting nanoparticles. Second, a study
on high-affinity antibody-ligand interactions (nanomolar range) was performed,
mimicking types of interventions relevant to specific antibody mediated cancer
immunotherapy. Lastly, we studied low-affinity receptor-ligand interactions (micro-
molar range) mimicking specific natural killer (NK) cell receptor interactions with
cancer-relevant ligands. For the latter two studies, discrimination between specific
versus non-specific interactions and a novel effect of bound fraction enhancement
were studied as well.

13.3.1 Nanoparticle Sensing with the SANE Sensor

The aim of the nanoparticle experiment was to show that the SANE sensor trapped
20nm nanoparticles made of SiO2 (silica) Au for several seconds, while enabling
their concurrent optical and electrical sensing. SANEsensing enabledmeasuring how
optical-electrical characteristics differed between SiO2 and Au nanoparticles due to
differences in their physical properties. Both nanoparticle solutions were added to a
1 M, ∼7.2 pH KCl solution.

Material Size Concentration Zeta
Potential

Model Company Note

Silica 20 ± 4nm 200 pM ±40 mV MEL0010 NanoComposix No coating
Gold 20 ± 4nm 200 pM ±15 mV C11-20-TM-

DIH-50
Nanopartz 2nm polymer

coating

13.3.1.1 Results for Nanoparticles

We were able to demonstrate proof of principle using the SiO2 and Au nanoparticles
[2]. Figure13.3 shows a clean trapping event of a single SiO2 nanoparticle. This can
be broken down into three regions: the entry of the particle into the trap, Fig. 13.3b;
the particle in the trap, Fig. 13.3c; and the translocation of the particle from the cis
to trans chamber, Fig. 13.3d.

We also recorded two-particle trapping events that were inferred from seeing a
two-step optical transmission pattern. Interestingly, a broad resonance was detected
in the electrical signals while SiO2 nanoparticles where optically trapped (Fig. 13.3a,
Region B) with the peak frequency shifting to lower values for the single particle
trapping case [2]. Trapped Au nanoparticles provided similar optical characteristics,
but different electrical characteristics relative to the SiO2 nanoparticles. Specifically,
Au nanoparticle measurements did not have the noise that was observed in region
B of Fig. 13.3a. We hypothesized that the surface charge of SiO2 nanoparticles was
creating current oscillations while the nanoparticle was bobbing inside the optical
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Fig. 13.3 a Plots of simultaneously recorded optical transmission (top, blue; V), raw ionic current
(middle, red; nA) 20Hz low-pass filtered ionic current (bottom, green; nA) versus time (sec) for
the single 20nm SiO2 nanoparticle trapped in the SANE sensor. Physical interpretation schematics
for the signals recorded within gray-shaded regions A, B and C are shown in panels (b), (c) and (d),
respectively. b Region A: negatively charged nanoparticle entering the DNH-ssNP under applied
bias. c Region B: nanoparticle trapped and bobbing inside the DNH near the ssNP mouth. d Region
C: nanoparticle exiting the optical trap after the electrophoretic force dominates translocation.
Figure and caption reproduced with permissions by [2]

trap, immediately above the underlying nanopore. In contrast, the Au nanoparticles
were conducting and likely remained electrically neutral.

13.3.2 High-Affinity (Nanomolar) Interaction Sensing with
the SANE Sensor

To expand upon the work of the nanoparticles, we designed an experiment to look
at high affinity bonding to determine if we could distinguish between individual
proteins and protein complexes. For this experiment we used T-cell receptor-like
antibodies (TCRmAbs) that targeted peptide-presenting major histocompatibility
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Fig. 13.4 Time traces of individual RAH antigen (a)–(c) and anti-RAH antibody molecules (d)–
(f). Optical transmission ((a) and (d)), raw ionic current ((b) and (e)) and filtered ionic current ((c)
and (f)) [26]. c©IOP Publishing. Reproduced with permission. All rights reserved

complex ligands (pMHC). The chosen pMHC ligands were representative of target
ligands presented by cancer cells. As a control, cancer-irrelevant TCRmABS were
also tested. For this experiment we used H-2Db RAH antigen (RAH) [27], a mono-
clonal antibody with T-cell receptor-like specificity targeted to RAH (anti-RAH) and
a non-specific antibody anti-WNV. All three have been prepared as described previ-
ously [26]. The experiments were run with analytes at the following concentrations:
200, 20, 2 and 0.2 nM.

13.3.2.1 Results for High-Affinity Interactions

Figure13.4a–f is a clean example of an optical trapping event in both individual
analytes, RAH antigen and anti-RAH antibody. Both traces were taken with 300
nM solutions. The red arrows in Fig. 13.4a, d show a distinct and different optical
step change of 2.25% and 3.04% respectively. Similarly, the trapping duration and
translocation current were also larger for the antibody. However, the translocation
time was similar. A few things can be inferred from this: the larger antibody, anti-
RAH would take up more space, which would account for both the larger optical
step change and the translocation current, where it would be displace more ions.
The translocation time was similar, which is a good indicator that, while larger, the
antibody did not have to compress to fit through the pore. The trapping duration
would also be affected by the size of the molecule, where according to Neumerier
et al., the larger molecule would create a more efficient trap resulting in a longer
trapping time [41].

The different optical-electrical parameters were compared and the best data sepa-
ration of the two analytes was attained by the optical transmission step changemetric.
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Fig. 13.5 Histogram of
optical step change for
RAH-anti-RAH equimolar
mixtures. A threshold of
4.20% (red dashed line) was
defined for classifying events
as bound complex (green
region) versus unbound
RAH (blue region) and
anti-RAH (yellow region)
[26]. c©IOP Publishing.
Reproduced with permission.
All rights reserved

Based on the aggregation of data from multiple experiments, a threshold was set to
separate between individual analytes and likely complexes (Fig. 13.5) [26].

To look at specific versus non-specific binding event detection with the SANE
sensor, we used anti-WNV, an RAH irrelevant antibody. Anti-WNV was chosen
because it closely matched the weight and electrical properties of anti-RAH while
not having a specific binding site for RAH. In this case, the electrical data alone
could not be used to distinguish between the RAH–anti–RAH and RAH–anti–WNV
but when combined with the optical data, a clear delineator was present.

Importantly, in all our publishedwork so far, we have focused on separating bound
from unbound fraction using 2D projections of these multi-dimensional datasets.
However, in future work it may be worthwhile to explore the feasibility of sepa-
rating interactions, like molecular complexes from unbound ligands, using multi-
dimensional data classification approaches such as support vector machine [28] and
machine learning [29] algorithms. To elaborate this point, Fig. 13.6a shows a 2D
plot of the translocation current versus optical step change for all analytes in that
experiment. There is a clear separation of the RAH–anti–RAH complex using the
threshold shown in Fig. 13.5. Nevertheless, if a 3rd dimension is added, the optical
trap time in this case, one can see a more complex feature (purple plane in Fig. 13.6b)
hidden behind a larger mass of data in Fig. 13.6a. This observation suggests that a
better threshold for determining bound versus unbound analytes can be developed
using a surface derived from multi-dimensional data.

When the bound fraction of a specific complex was compared to estimates based
on the KD value derivedby a commercial resonant sensor system (ResoSens,RSI Inc.,
Arlington, TX, Fig. 13.7a), it was found that the SANE sensor detected considerably
higher bound fraction values at corresponding antigen concentrations (Fig. 13.7b).
The bound fraction gain with the SANE sensor was lowest at 100 nM possibly due to
target saturation and a lower number of available binding sites at that concentration,
which was above the KD value. Bound fraction gains were higher at lower concen-
trations and followed a pattern that qualitatively mirrored the relative reduction of
bound fraction estimated for the bulk solution reactions using the KD value derived
by the commercial resonant sensor system. Interestingly, the resonant sensor did
not show appreciable target binding at concentrations <10 nM, whereas the SANE
sensor was able to detect interactions down to much lower concentrations (10, 1 and
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Fig. 13.6 a A 2D projection of all experimental data form both specific and non-specific antibody
interaction experiments (RAH, anti-RAH, anti-WNV, and their likely complexes). The black line
shows the selected threshold of 4.2% separating the likely RAH-anti-RAH complexes (specific
binding) from the individual analytes. b The same data with an additional data type (optical trap
time) added for a third axis and rotated to show a 3D feature that was not noticeable in a: The purple
plane shows a 2D vector that can be used to separate likely complexes that were not selected using
the optical step change 1D vector threshold

0.1 nM, Fig. 13.7b), highlighting its very high sensitivity. The SANE and resonant
sensor experiments were not directly analogous as the latter were performed with an
excess of antibodies immobilized on a surface whereas the former was performed in
solutions of equal antigen-antibody proportions. The fact that fewer antigens should
be available in the SANE sensor experiments, since they are not available in excess,
yet higher bound fractions were still detected than with the Resonant Sensor, sug-
gests the existence of an underlying mechanism affecting protein interactions at the
SANE sensor. We hypothesized that the applied electric field concentrated the pro-
tein solution components immediately over the SANE sensor by pushing them inside
the optical trapping volume.

13.3.3 Low-Affinity (Micromolar) Interaction Sensing with
the SANE Sensor

Further diving into the capabilities of the SANE sensor to identify and characterize
protein complexes, this experiment was designed to observe low affinity binding
events and delineate between specific and non-specific binding. For this experiment,
a simplifiedmodel with relevance to cancer immunotherapywas used. A heterodimer
presented on Natural Killer lymphocytes was used, CD04 and NKg2a (NK receptor)
[30]. This receptor has specific recognition of a pMHC ligand known as QDM/Qa-
1 b (QDM) [31]. While the QDM ligand is usually associated with an inhibitory
response in NK cells, tumor cells, are known to express QDM ligand as a mech-
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Fig. 13.7 a Association-dissociation kinetics for titrations of RAH H-2Db (435 nM, 217 nM, 109
nM, 54 nM, 27 nM, 7 nM) interacting with surface-immobilized TCR-like antibody (anti-RAH
TCRmAb at 33 nM) measured by a commercial assay (ResoSens) to derive KD . Also included,
a surface-immobilized anti-WNV TCRmAb (negative control) at 33 nM interacting with RAH H-
2Db (7 nM, black arrow). b SANE sensor-derived complex bound fraction in equimolar mixture
titrations (green dots) bracketing the KD value derived by the commercial assay (red dashed line)
and corresponding free-solution bound fraction estimates for this KD value [26]. c©IOP Publishing.
Reproduced with permission. All rights reserved

anism to hide from the natural immune system response. As our negative control,
the cancer-irrelevant ligand GroeL was used. GroEL is an immunodominant epitope
expressed by Salmonella typhimurium and presented by a Qa-1 b MHCmolecule. It
is specifically recognized by CD8+ cytotoxic T lymphocytes after natural infection
in the mouse [33, 34]. Qa-1b Qdm ligand (Qdm) [32], CD94/NKG2A heterodimer
(NK receptor)with specificity toQdm [32] and the non-specific control ligandGroEL
[33, 34] were prepared as described previously [25]. The experiments were run with
analytes at the following concentrations: 600, 300, 100 and 10 nM.

13.3.3.1 Results for Low-Affinity Interactions

As in previous experiments we started by characterizing the individual components
of this simplified ligand-receptor interaction model and once again identified optical
step change as the metric allowing the clearest separation between receptor, ligand
and ligand-receptor complexes. The optical step threshold for distinguishing the
complexes was set empirically as the point of inflection of the joint data histogram
(∼3.15%, Fig. 13.8). In addition, we identified a smaller subset of step change events
that had significantly higher amplitudes, which we identified as likely agglomerates
of NK receptors. It is possible that a more accurate threshold for bound complexes
may be defined by a multi-dimensional surface when considering more than two data
types. This will be examined in future work.

The Qdm-NK data had two step events in transmitted optical intensity, as seen in
Fig. 13.9a, that represented the binding of Qdm to the NK receptor. The time duration
of the second step feature also served as an indicator of binding duration. The latter
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Fig. 13.8 Histogram of optical step change for ligand-receptor (Qdm-NK receptor) equimolar
mixtures. A threshold of 3.15% (red dashed line) was defined for classifying events as bound
complex versus unbound ligand and receptor [25]. c©IOP Publishing. Reproduced with permission.
All rights reserved

was identified as an important data type for distinguishing between specificQdm-NK
receptor interactions fromnon-specificGroEL-NK receptor interactions (Fig. 13.9b).
Specifically, the GroEL-NK receptor interactions had similar double-step amplitude
increases to the specific interactions (Fig. 13.9c), but the binding duration was signif-
icantly longer for non-specific interaction (Fig. 13.9d). Furthermore, compilation of
multiple binding duration events into a histogram yielded a log-linear dependence,
consistent with the known kof f value for this interaction [35]. In contrast, the bind-
ing time histogram for GroEL-NK receptor interactions looked random (Fig. 13.9e),
consistent with non-specific interactions.

Due to single molecule trapping enabled by the SANE nanosensor, low-affinity
binding events can be detected which would otherwise require a much more con-
centrated bulk protein solution. The combination of the electric-field induced move-
ment and the opposition of the optical trap causes a crowding effect at the edge of
the double nanohole. This crowding effect creates a localized, high concentration
environment that increases the probability that proteins will react within the optical
trap volume indicated by the red oval in Fig. 13.10a. Based on our analysis [25] a
1000-fold reduction of purified protein, relative to that required by the commercial
assay ELISA, was attained while still being able to study binding events with the
SANE sensor. Figure13.10b depicts the larger than expected bound fraction that
was observed at equimolar concentrations of Qdm-NK receptor compared to the
calculated bound fraction based on the KD measured using commercial assays. The
nature of this crowding effect can be explored by observing the optical transmission
trace from the moment the flowcell/SANE sensor is connected to the experimental
setup. We can observe in Fig. 13.10c that there is a long period of time, measured
in seconds, in which no events were detected before a rapid succession of trapping
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Fig. 13.9 a A typical binding duration observed for low-affinity (µM) interactions of Qdm-NK
receptor complexes at 10 nM concentration (∼2s). b Typical binding interaction of GroEL-NK
receptor at 10 nM concentration (∼13s). c Event frequency histograms of optical step change for
all the specific binding events (green columns) and overlapping events (pink columns) from non-
specific mixture. d Scatter plot separating the non-specific mixture events (pink circles, n = 55)
from specific binding events (green circles, n = 132) based on binding duration and optical step
change. Natural log plot of event frequency of ligand-receptor binding interaction duration for e
specific mixture and f non-specific mixture. In contrast to e, the data could not be fit to a linear curve
in f. The slope of the line equation is the kof f [25]. c©IOP Publishing. Reproduced with permission.
All rights reserved

events occurred. This time trace indicates themovement of the proteins from the bulk
solution to the area near the optical trap where they interacted before translocating
through the nanopore.
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Fig. 13.10 a Schematic of the protein crowding effect created by the applied electric field immedi-
ately over the SANE sensor. bThe observedQdm-NK receptor bound fraction is significantly higher
than corresponding values at the same bulk Qdm-NK receptor concentrations, due to the sensor-
induced protein crowding. c Zoomed out time-series plot showing no trapping events for several
seconds at the beginning of an experiment [25]. c©IOP Publishing. Reproduced with permission.
All rights reserved

13.4 Conclusions

13.4.1 Identification of Analytes and Complexes They Form
in Simple Mixtures

Using optical-electrical sensing,wewere able to collect high quality data that allowed
us to successfully identify each individual analyte in all three experiment types
performed (nanoparticles, high-affinity, and low-affinity protein-ligand interactions).
A set of basic bimodal parameters was acquired that contributed to distinguishing
between analytes: optical step change, optical trap time, translocation current, and
nanopore translocation time. For the experiments involving protein-ligand interac-
tions, optical data appeared to offer qualitatively better separation between analytes
and the complexes that they formed. Optical step change stood out as the best single
metric for this purpose in the experiments performed to date.

Interestingly though, using optical step change to separate specific from non-
specific interactions workswell in onemodel system (RAH–anti–RAHversus RAH–
anti–WNV), but not as well in another (Qdm-NK receptor versus GroEL-NK recep-
tor). An additional data type was identified, namely binding duration, which enabled
clear identification of specific interaction in the latter case. Two more data types
were identified in our prior studies: bobbing frequency and trapping current. Firstly,
the bobbing frequency spectrum of current fluctuations while a charged analyte is in
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the optical trap. We hypothesized that competing electrophoretic, SIBA and possible
other forces felt by analytes inside the optical trap induced bobbing motions inside
the optical trap that led to high frequency ionic current oscillations sensed through
the nanopore. Secondly, a positive current spike was noted concurrently with the
beginning of each trapping event, which is not seen in traditional nanopore measure-
ments. We hypothesized that charge displacement by the analyte as it approaches the
nanopore entrance contributes to this spike, although it is possible that mirror charges
at the walls of the DNH may have also contribute to driving this counterion current.
Both the high-frequency (kHz range) bobbing motions and the positive current spike
require additional future studies to clarify their physical underpinnings. In summary,
we have identified at least eight bimodal metrics that can be extracted concurrently
from optical-electrical data traces enabled by SANE sensing. More data types are
likely to be added to this list in the future. The resulting multi-dimensional data sets
are inviting of machine learning and other classification that could allowed more
sensitive and specific classification of analyte events in the future.

In addition, the bimodal nature of SANE sensor measurements provides opportu-
nities to exploit the synergism between optical and electrical methods. For example,
separating the effects of size versus charge on bimodal measurements for a given
analyte or molecular complex could be achieved by combining optical (size) and
electrical (size-charge) data. Furthermore, optical trapping may offer the opportu-
nity to slow down the translocation of larger molecules, such as DNA through a
nanopore [36], which could enhance the signal to noise ratio of electrical measure-
ments. Finally, we speculate that it may be possible to combine SANE sensing with
electrophoretic separation to enable study of more complex mixtures in the future.

13.4.2 Enhancement of Protein-Ligand Bound Fractions

A unique advantage of this nanosensor is its ability to detect analyte interactions at
much lower concentration than would be required for other assays. In both high-
affinity and low-affinity interaction experiments, we observed a much larger bound
fraction, upwards of 3 orders of magnitude higher than estimated from the known
equilibrium KD value for these reactions. This concentration effect opens opportu-
nities to screen for low-affinity protein-ligand interactions at much lower concentra-
tions relative to what is required by current label-free technologies like SPR. Being
able to screen interactions at lower concentrations could translate to very signifi-
cant savings in time, effort and reagent costs involved in purifying large amounts
of protein. The SANE senor’s ultra-high sensitivity for interaction screening could
also be valuable for the screening of rare analytes. Interestingly, in recent work, a
thermophoretic effect was reported to exist due to plasmon-induced heating in the Au
layer of the DNH structure [22]. If analyte complexes are thermophilic, it is possible
that their concentration could be enhanced inside the optical trap due to the presence
of localized heating. Detailed studies need to be performed in the future to assess the
importance of thermal effects on bound-fraction enhancement. Furthermore, rapid
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advances in the design and fabrication of complex all-dielectric nanostructures that
are less prone to heating than plasmonic metal nanostructures could decouple optical
from thermal effects. For example, a bullseye all-dielectric structure was developed
that has about half the optical trap stiffness of the Au DNH, but had very little Joule
heating [37].

13.4.3 Limitations in Sensor Throughput

As a general rule, an acceptable throughput by a classical nanopore is ∼1000 events
over a 15-min data run. In the case of the SANE sensor, with optical trapping extend-
ing individual event times to many seconds, a typical event rate is a few tens of events
over the same 15-min period. It is clear therefore that the SANE sensor’s throughput
is very limited compared to classical nanopores and data acquisition durations adding
up to several hours are needed to acquire hundreds of events for robust statistical
analysis. In addition, as the objective lens’s focal area (∼500 µm) is not much larger
than the widest sensor feature size (∼200 µm), optical alignment may need to be
adjusted between successive 15-min experimental runs due to piezoelectric stage
drift.

Limited SANE sensor throughput could be overcome in the future by multiplexed
detection over an array of sensors fabricated on a wafer. On the optical sensing side,
a microlens array could enable simultaneous illumination on numerous SANE sen-
sors if the pitch of sensors and lenslets is matched. For further scaling, a vertical
cavity surface emitting laser (VCSEL) array is a potential technology that could be
used for optical trapping and sensing on SANE sensor array. On the light detection
side, a photodiode array, or a scientific complementary metal oxide semiconductor
(sCMOS) camera, could be used for parallel light collection from multiple sen-
sors. For nanopore multiplexed sensing, low-noise, high bandwidth on-chip readout
electronics have been previously developed [38, 39] and could potentially be inte-
grated with the SANE sensor technology. Recently, Ontera Inc. (Santa Cruz, CA)
developed a nanopore array integrated into a CMOS chip to enable readout of 264
separate nanopores simultaneously, recording each one with built-in individual elec-
trodes. Additionally, any future incarnation of a multiplexed platform will require
careful engineering tominimize optical and electronic crosstalk between neighboring
sensors and the likely addition of microfluidics to enable rapid sample loading and
flushing. Finally, it is worth noting that multiplexing of protein-ligand interactions
at the single sensor level could be attained if one of the reactants could be barcoded
with a unique single strand of DNA or RNA [40]. In that case, the sensor could
act as an active nanosieve letting through, say, only bound complexes, that could be
identified subsequently by amplification of the nucleotide strands.
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13.5 Acronym Glossary

CMOS: complementary metal oxide semiconductor
DNH: double nanohole
DRIE: deep reactive ion etching
FIB: focused ion beam
GFIS: gas field ion source
HWP: half wave plate
KD: dissociation constant
kof f : binding duration
LPCVD: low pressure chemical vapor deposition
NK: natural killer
PDMS: polydimethylsiloxane
pMHC: histocompatibility complex
QDM: Qa-1b Qdm ligand
QWP: quarter wave plate
RAH: H-2Db RAH antigen
SANE: self-induced back-action actuated nanopore electrophoresis
SixNy : silicon nitride
SiO2: silicon oxide
SIBA: self-induced back action
SPR: surface plasmon resonance
ssNP: solid-state nanopores
TCRmAbs: T-cell receptor-like antibodies
TMAH: tetramethylammonium hydroxide
VCSEL: vertical cavity surface emitting laser
WNV: West Nile virus
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